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Abstract  

Mental health is becoming more known among individuals still there is a gap in 

knowledge and a stigma around it. Depression is a common mental health 

diagnosis, with around 5% of adults who suffer from this. (WHO, 2021). Two weeks 

of consistent sadness and other factors can lead to depression. This research uses 

machine learning to predict signs of depression in young adults in education. 

Machine Learning is a method which can predict the outcome from data. This 

research will show how data was collected, inspired by the Depression Anxiety 

Stress Survey (DASS-21), to find critical variables. From this survey, a questionnaire 

was created and distributed to the target audience via student platforms and 

social media to complete. This research specifically targets young adults between 

18-35 in education. Data were pre-processed using Excel and Jupyter Notebook 

(Python) to work with data to build a suitable prediction model. A key finding from 

this research was that life was meaningless and scared without reason with high 

social media usage. It was noticed that a participant who said they feel like this 

most of the time had medium or high signs of depression. A classification model, 

Random Forest Classifier, proved best out of eight classifiers tested with an 

accuracy of 78%. Many studies and research have been conducted with uniqueness 

to their aims and methodology but close in accuracy scores. It will be good to get a 

larger dataset from the same data collection source, try to improve the accuracy, 

and launch this application to education establishments. 
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1 Introduction 

Compared to other research topics, mental health is fascinating since it attracted 

personal interest and sparked a sense of wonder. Tayo (mother), who has worked 

as a mental health nurse in the public health sector for more than ten years, is the 

source of the interest. The goal is to carry out research that relates the two, 

having learnt a lot, become a champion for eradicating the stigma surrounding 

mental health, and developed a passion for AI and Data Science. We all understand 

how important technology is to our daily lives. It is incredible to comprehend how 

machine learning functions and the various forecasting models that can be applied 

to just about anything where data is available. Mental health and machine learning 

are two related concepts.  

A minimum of two weeks of consistent sadness can indicate depression, a 

psychological condition. It makes it difficult for people to carry out daily tasks, 

and depressed people stop finding pleasure in the activities they once enjoyed 

(World Health Organization, 2021). Anxiety and depression have a wide range of 

multifactorial reasons, including those that are biological, economic, social, 

environmental, and cultural. Psychiatrists, psychologists, and other mental health 

medical experts typically make diagnoses. Our increased awareness motivates us 

to learn more about these two topics. Mental health has various facets, including 

anxiety, depression, bipolar disorder, personality disorder, and many others. 

Mental health is an umbrella term that covers a wide range of topics. A key idea in 

AI prediction that is currently gaining popularity and interest is machine learning.  

The research topic and the query I am attempting to solve or respond to is: 

Using machine learning and a predictive model; Can signs of depression be 

predicted in young adults within education. 

This study focuses on young adults in the UK's educational system between the 

ages of 18 and 35. The target audience for this research project will be one of the 

primary objectives. This is a research gap related to my topic. Whom this is aimed 

at and precisely examining depression and anxiety makes this unique. While earlier 

research has been completed, it has been noticed that the term "mental health" 

for elderly individuals or a particular group of people is broad. 

Other research has been a pinnacle and inspiration to create a tool and conduct 

analysis on other studies and projects. As a focus, one of the key features is the 

unique target group. In the initial stage, the research approach will utilise 

questionnaires to gather data and machine learning algorithms to forecast a 

possible score with the possibility of having one of these illnesses. It should be 

noted that this is not a diagnosis. 

1.1 Aims and Objectives 

By doing this research and thesis, personally would like to achieve greater 

understanding, build knowledge, and further my development in mental health and 

AI/Data Science. The aims and objectives are:  
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1. To create a questionnaire to generate of a dataset 

2. Build an artefact where a predictive model is used to make a prediction and 

give a rating or percentage score.  

3. Evaluate several machine learning algorithms and feature selection 

techniques to effectively detect the signs of depression with an accuracy 

score of between 75-90%  

4. To build a user-friendly application which will hopefully be able to be live 

and used to get a score from my predictive model.  

The remainder of the paper is organised in the manner described in the following 

structure: the literature review is described in Chapter 2. The entire methodology 

is explained in Chapter 3. Chapter 4 exhibits the study results with a segment of 

the discussion. The conclusion and summary with Limitations of the study will be 

outlined in chapter 5. 

2 Literature Review 

Most of the research has focused on older people who already have a mental 

health diagnosis. Additionally, studies have demonstrated that projects that focus 

on patients and persons who have decided to participate in the project are 

watched in clinical settings by medical professionals who employ practices that 

demonstrate signs in addition to assessment. With this, the authors have 

demonstrated that the project's machine learning component produces a result 

that is either true or false or yes or no. The examined papers revealed a pattern of 

events occurring in a hospital setting. Because of the controlled setting, this could 

be a advantage that they can push for this outcome. 

The authors Mohd and Mutalib (2020) have taught us about the research done in 

Malaysia. A variety of factors influence higher education for young adults. On the 

one hand, family issues, hazy plans and aspirations for future career prospects, 

money issues, and living away from home raise the risk of mental health issues for 

students and manage the pressures of both university life and other aspects of 

daily living. These variables' results displayed a familiar pattern. They used a 

supervised machine learning algorithm, the Support Vector Machine model (SVM), 

with an accuracy of 70–90%. 

Jain et al. (2019) conducted research to see the ability to predict depressed moods 

is still an open subject despite the extensive research on understanding individual 

moods, including depression, anxiety, and stress-backed activity data gathered by 

ubiquitous computing devices like smartphones. In order to anticipate suicidal 

behaviours based on the amount of depression, we have suggested a depression 

analysis and suicidal ideation detection system in this study. Parents and pupils 

completed questionnaires modelled after the PHQ-9 (Parent Health Questionnaire), 

which included questions like What is your age? to provide real-time data, Do you 

attend classes regularly? Then transformed the responses into valuable data that 

included relevant characteristics like age, sex, frequent attendance at school, and 

more. Then, classification machine algorithms are utilised to train and categorise 

the data into five severity-based phases of depression: minimal or none, mild, 

moderate, fairly severe, and severe. Using the XGBoost classifier, the maximum 
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accuracy of 83.87% was attained in this dataset. Additionally, information was 

gathered in the form of tweets and using classification algorithms, and it was 

determined whether the tweeter was depressed or not. The Logistic Regression 

classifier provided the highest accuracy, or 86.45%, for the same. 

Additionally, research demonstrates the role social media plays in depression. 

Immanuel et al. (2022) concluded the research. The writers noted young adults' 

ability to observe the symptoms of depression via Twitter. Examining Twitter and 

associated tweets that promote early recognition and understanding of depression 

aligns with this thesis. It was unusual to see a time series model Long Short-Term 

Memory (LSTM), applied to identify depression by discovering and training the 

tweets in a dataset that showed depression-related symptoms. Understanding the 

authors' strategy will increase awareness since readers can spot long-term patterns 

and trends. 

Students attending universities in Northern Island were the subject of a 2019 study 

by McLafferty et al. on mental health. They employed a method of data collecting 

that will be comparable. They used the World Mental Health International College 

questionnaire surveys to create their dataset. This has motivated me to examine 

official mental health evaluations and identify the variables I can exploit to 

accomplish my objective. It was exciting to observe that the authors' data analysis, 

rather than machine learning, allowed them to achieve the goals they set out to 

achieve. This paper does provide some beneficial aspects, but the machine 

learning aspect section is missing. 

In this study, Uddin et al. seek to find critical trends in the performance and 

application of various supervised machine learning algorithms for health risk 

prediction. Machine learning is developing quickly, and these methods provide 

solid predictive capabilities. As the authors delve deeper, it will become clear that 

machine learning may also help identify those at risk for mental health issues. 

Hidden mental health problems may result from numerous factors, including 

genes, surroundings including poverty, hunger, and childhood adversity, as well as 

the interplay between the two. We discovered that the Nave Bayes technique and 

Support Vector Machine (SVM) algorithm are used most frequently (in 29 studies 

each) (in 23 studies). Comparatively speaking, the Random Forest (RF) algorithm 

demonstrated greater accuracy. In nine of the seventeen studies where it was 

used, or 53% of them, RF demonstrated the highest accuracy. SVM, which 

outperformed 41% of the studies, came in second. 

Data from the Medical College and Hospital of Kolkata, West Bengal, were 

gathered by Sau et al. (2017) on 630 elderly patients, 520 of whom were receiving 

exceptional care. Random forest gave the best accuracy rates of 91% and 89%, 

respectively, among the two data sets of 110 and 520 individuals after they applied 

several classification methods and algorithms, including logistic, Naive Bayes, 

random forest, and random tree, and J48. WEKA was the most effective tool for 

feature categorisation and selection. 
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Doubtlessly, a person's emotions, intellect, and ability to communicate with others 

are all affected by mental illness, which is a health issue. In order to educate 

clinical treatment, the team wants to summarise the most recent research on 

machine learning techniques for foretelling mental health issues. This review study 

will identify the sorts of machine learning algorithms that have been extensively 

employed in this field. This review study contains a total of 30 research papers. 

Most research articles demonstrate that machine learning models have achieved 

more than 70% accuracy levels. In machine learning for mental health, plenty of 

issues still need to be identified and tested in several scenarios. Some of the 

authors' findings may be consistent with earlier research in this field: Random 

Forest and support vector machines have been the most often used machine 

learning models in the studies. According to Teo et al.(2022), this is due to their 

capacity to deliver outstanding performance in terms of accuracy. They argue that 

this systematic literature review research will cover recent developments. The 

study offers a significant summary of the knowledge gaps regarding machine 

learning applications in mental health. It also identifies future directions for 

further investigation. 

According to Na et al. (2020), the Republic of Korea would soon experience a 

depression. The Random Forest classifier was used to build the predictive model. 

SMOTE was utilised to address the problems of class disparities. SMOTE is a 

statistical technique called Synthetic Minority Oversampling Technique which can 

be used to increase the number of cases in a dataset evenly. The accuracy of this 

study was 86.20%. According to this study, the two main factors influencing the 

start of depression are satisfaction with one's health and one's satisfaction with 

one's socio-familial relationships. 

Garriga et al.(2022) wrote in "Machine learning model to predict mental health 

crises using electronic health records" that early detection of individuals at risk for 

a mental health crisis can result in better outcomes and the reduction of burdens 

and expenses. They used machine learning algorithms on longitudinally gathered 

EHR data to show that it is possible to forecast mental health crises. 17,122 

patients' EHR data was collected over seven years (2012-2018) into a machine 

learning algorithm, and the researchers created a mental crisis risk model. Four 

distinct groups of clinicians received the crisis predictions on a bimonthly basis, 

and they assessed if and how they improved their ability to manage workload 

priorities. The research involved sixty clinicians. "Main limitation is the known and 

potentially unknown specificity of the single-centre cohort," the article states 

when discussing potential drawbacks. The authors restricted the use of our 

approach to patients with a history of relapse. They acknowledge that the idea of 

using an algorithm to identify early crises needs exploring further. They suggest 

that the physicians stated that the prediction model assisted 19% of cases in 

averting a crisis. Because it would have meant that the clinicians did not respond 

to the forecasts, which would have been unethical and illegal, this scenario was 

not seen 
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Hatton et al. (2019) used 284 older individuals' psychometric and demographic 

data to forecast the prevalence of depression. To predict the persistence of 

depression, they used the Extreme Gradient Boosting method and evaluated its 

effectiveness against the Logistic Regression model. They claimed that Extreme 

Gradient Boosting surpassed Logistic Regression in terms of performance. 

Using machine learning algorithms, this study assessed five different anxiety 

levels, depression, and stress intensity. A basic questionnaire measuring the 

common signs of stress, depression, and anxiety was used to gather the data. 

Following that, Decision Tree, Random Forest Tree, Nave Bayes, Support Vector 

Machine, and K-Nearest Neighbour were used as five different algorithms. Despite 

Random Forest being the best model in this study, naive Bayes was shown to have 

the highest accuracy of 85.50%. . The best-model selection was based on the f1 

score, employed in imbalanced partitioning cases because this problem resulted in 

unbalanced classes. For the scales of anxiety, depression, and stress, respectively, 

the key variables were "scared without any good reason," "Life was meaningless," 

and "Difficult to relax." the following variables were thought to be the most crucial 

in identifying psychological conditions  Priya et al. (2020) revealed that predictions 

of anxiety, depression, and stress were noticed using machine learning algorithms 

in their article "Predicting Anxiety, Depression, and Stress in Modern Life using 

Machine Learning Algorithms." The Depression, Anxiety, and Stress Scale 

questionnaire gathered information from employed and unemployed people from 

various cultures and communities. Stress, depression, and other psychological 

health conditions have grown widespread among the public in today's fast-paced 

environment. Five distinct machine learning algorithms each predicted depression 

and stress to develop at five distinct levels of severity. 

Zarandi et al. (2019) deployed type-2 fuzzy logic to determine the severity of 

depression. They used the Mutual Information Feature Selection (MIFS) method to 

increase the study's accuracy and forecast the patients' level of depression with 

fewer questions. Their suggested method had an accuracy of 84.00% and only 

required fifteen questions to predict the severity of depression. 

Using the Long Short-Term Memory (LSTM) and Natural Language Processor model, 

Zeberga et al. (2022) investigated a unique text mining approach for mental health 

prediction. The analysis comprised 100,000 persons. A clever, context-aware deep 

learning system based on bidirectional encoder representations from transformers 

is proposed in this paper. After numerous hyperparameter tweaks, the model 

outperforms the compared approaches and offers an accuracy of 98%. The system 

detecting mental health issues uses the most recent deep learning-based text 

embedding method. In addition to being a significant cause of disability, mental 

health issues also significantly increase the global illness burden. It has been 

determined that depressive disorders are one of the leading causes of non-fatal 

health loss. With a suicide rate of 10.5 per 100,000 persons, suicide has emerged 

as a leading cause of mortality in young people. Zeberga and colleagues contend 

that in subsequent research, multiple uses of models for depression detection 
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systems can be built to use a broader range of data, such as text, image, and 

behavioural aspects. 

Choudhury et al. (2019) researched to identify depression among Bangladeshi 

undergraduate students. They initially gathered data on 935 students. They used 

the data of 577 students for their study after purifying the data and using various 

data pre-processing techniques. They attained the best accuracy by using the 

Random Forest classifier, which was 75%. 

The life steps, from childhood to adulthood, place a high value on mental health. 

The accuracy of five machine learning techniques in this study's identification of 

mental health concerns was evaluated using a variety of accuracy metrics. It is 

important to be psychologically, emotionally, and socially well. One's thoughts, 

feelings, and actions are influenced by their mental health. This study used five 

machine learning methods: random forest, decision tree stacking, logistic 

regression, and k closest neighbour classifier. The group evaluated how well they 

were able to spot mental health problems. A person's level of mental health acts 

as a gauge for how to treat their illnesses effectively. The researchers reviewed 

the fifty-five transdisciplinary studies. 

In "Natural language processing applied to mental disease identification," Zhang et 

al. (2022)  noted that mental health issues are widespread worldwide and have 

long been a significant public health concern. They can gather text data about 

mental health from various sources, including social media posts, screening 

surveys, narrative writing, interviews, and EHRs. Most of the methods covered in 

this review used supervised learning models. They offer a narrative review of NLP's 

use in the previous ten years to detect mental illness. The majority of the sources 

are social media posts, followed by interviews, electronic health records, 

screening surveys, and narrative writing. Both machine learning and deep learning 

techniques have produced promising outcomes. The authors examined 399 studies. 

They say their findings support earlier research on the topic: "Rutowski et al. used 

transfer learning to pre-train a model using an open dataset. The outcomes 

demonstrated the value of pre-training, according to Zhang et al. They claim that 

they are still viewed as mysterious black boxes and that the forecasts are left 

unanswered. The precision of deep learning models will be a crucial area of 

research in the future. 

Shatte et al.(2019) at Federation University used a scoping review process in 2019 

to quickly map the field of machine learning in mental health. There were found to 

be three hundred studies devoted to utilising ML to improve mental health. The 

literature identified four key application domains: prognosis, treatment, detection 

and diagnosis, and support. This study aims to synthesise the research on big data 

and machine learning applications for mental health. Support vector machines, 

decision trees, neural networks, latent Dirichlet allocation, and clustering were 

among the ML methods used. Depression, schizophrenia, and Alzheimer's were 

discussed among the most prevalent mental health issues. 
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Tate et al.(2020) conducted research at the Department of Medical Epidemiology 

and Biostatics that published a study on using machine learning to predict 

adolescent mental health issues. Psychopathology with a childhood onset can have 

severe consequences that last through adolescence and adulthood. There is 

currently no model available to screen the general population for the likelihood of 

acquiring mental health issues. The most accurate characteristics for intervention 

targets may be more clearly identified with research on the most informative 

mental health indicators. For early intervention and to avoid severe negative 

consequences in the future, it is essential to predict which kids will go on to 

develop mental health symptoms as teenagers. They used 474 predictors in 7,638 

pairs of twins from the Child and Adolescent Twin Study in Sweden, which 

employed data from parental reports and registers. The top-performing model 

establishes the crucial groundwork for future models attempting to predict 

outcomes for general mental health, even though it is not appropriate for clinical 

application. The study involved 15156 sets of twins. Their findings seem to confirm 

what was already understood in this field: "Registry data on neighbourhood quality, 

parity, and gestational age of delivery were also considered essential. Tate states, 

"These findings are consistent with the literature and may be used by clinicians, 

parents, or educators to pinpoint children at risk." The researchers state, "Several 

limitations must be considered when interpreting the data. According to prior 

research, there is not much of a difference between twins and singletons in terms 

of mental health. Zygosity did not have a high importance ranking, showing that 

the twin resemblance was not the basis for the logistic regression model. They 

argue that, depending on desire, future research may employ cut-offs that have 

been verified for their nation or the original study. This proves that the more 

severe instances do not constitute a separate severe class. Although there was a 

lot to learn in this text, it was outside the scope of the research that needed to be 

accomplished. 

Khondoker et al. (2013), from King's College London, under the direction of, 

examined a comparison of machine learning approaches for categorisation utilising 

simulation and several actual data examples from mental health studies. Linear 

Discriminant Analysis (LDA), Random Forests (RF), Support Vector Machines (SVM), 

and k-Nearest Neighbour were contrasted. LDA was discovered to be the best 

approach in terms of average generalisation errors and stability of error estimates. 

SVM performs significantly better than LDA, Random Forest, and kNN. Noticing this   

performs better in a few cases does not mean it will be the case on average or for 

the entire population. When there are fewer linked characteristics—generally, 

fewer features than half the sample size—Linear Discriminant Analysis was shown 

to be the method of choice. Even though there was a lot to learn within this text, 

this was out of scope for the research looking to be completed. 

From its beginning to February 8, 2018, Lee et al. (2018) searched Ovid 

MEDLINE/PubMed for relevant studies. They evaluated the therapeutic results with 

a pharmaceutical or manual-based psychotherapy intervention for depression. Both 

a regression analysis and a random forest analysis of proportions were carried out. 

An integrated approach may more accurately describe the symptoms of mental 
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conditions as functional modules of pathology nested within the complex social 

dynamics. Classification algorithms might predict therapeutic outcomes with an 

overall accuracy of 0.82. 

The prediction of depression in breast cancer patients was carried out by Cvetkovi 

et al. (2017). Through a two-phase interview process, the information of eighty-

four patients between the ages of 30-78 was gathered for this study. The patients' 

socio-demographic data was gathered in the initial phase. The second part 

involved administering the patients the standardised Beck Depression Inventory 

(BDI) test. The BDI test was used to determine the patients' actual depression 

range. The depression range obtained from the BDI test was the goal variable and 

attributes obtained from the socio-demographic data served as the predictor 

factors. This study assessed the performance of three different algorithms: a fuzzy 

genetic algorithm, an artificial neural network (ANN), and an ANN with a 

backpropagation learning method algorithm. The ANN using the extreme learning 

algorithm performed the best in this situation. 

Chekroud et al. (2016) stated that antidepressant treatment efficacy is low but 

might be increased by matching patients to treatments in their paper, "Cross-trial 

prediction of treatment outcome in depression." They sought to create an 

algorithm to determine whether patients would experience symptomatic remission 

after a 12-week citalopram therapy. Out of 164 patient-reported characteristics, 

the group found twenty-five to be the most reliable indicators of therapy success. 

According to internal cross-validation, the Sequenced Treatment Alternatives to 

Relieve Depression cohort's outcomes were predicted by the model with an 

accuracy significantly above chance (59.4% accuracy). The study included 4041 

depressed patients. 

According to the number of analysis mentioned above, most of the research that 

has been done thus far has attempted to predict depression in particular 

populations, such as patients with a particular diagnosis or people in a specific age 

range. By considering several ways of living and life conditions, this study strives to 

take an innovative approach and fill a gap in research aimed at young adults 

between the ages of 18 and 35 within the UK in education. Data on people of 

various ages, health issues, and work situations, to name a few, will be collected 

to aid in this study. 

3 Methodology  

3.1 Dataset 

Below you see the dataset consisting of 292 rows and twenty-two columns  

Figure 1. Dataset imported as csv from questionnaire platform (Zoho) 
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Table 1. Dataset breakdown 

Column Name Variable Name 
(python) 

Data Type Value 

How old are you? age Int 18 – 35  

'Where are you 
currently 
based/living? 

address Int United Kingdom 
 

Are you currently 
in education? 

education  Object Yes 
No 
 

How many hours a 
week do you 
spend studying? 

stud_hr Object 1-60 hours 
 

Are you currently 
employed? 

employed  Object Employed, full 
time 
Employed, part 
time 
Not employed 
 

Do you have any 
physical health 
issues or a 
disability? 

h-disab Object ‘Yes’  
‘No’  
‘Prefer not to say’ 
 

Have you been 
previously 
diagnosed with a 
mental health 
condition? 

ment_cond Object ‘Yes’  
‘No’  
‘Prefer not to say’ 
 
 

How much time a 
day do you spend 
on social media? 

social_hr Int  1-2 hours  
3-4 hours  
5+ hours 

How many hours a 
week do you take 
in 
health/wellbeing 

fit_hr Int 1-2 hours  
3-4 hours  
5+ hours  
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activities? (e.g. 
gym, fitness) 

How often do you 
find it hard to 
wind down?' 

wind Int *0 1 2 3 
 

How often do you 
experience 
dryness of my 
mouth? 

dry_mouth Int *0 1 2 3 
 

How often do you 
struggle to 
experience feeling 
positive? 

positive Int *0 1 2 3 
 

'Do you experience 
breathing 
difficulties (eg, 
excessively rapid 
breathing, 
breathlessness in 
the absence of 
physical exertion) 
? 

breath_diff Int *0 1 2 3 

Do you have 
difficulties 
working up the 
initiative to do 
things? 

initiate  Int *0 1 2 3 

Do you experience 
trembling (eg, in 
the hands, legs)? 

tremb Int *0 1 2 3 

Do you find 
yourself worrying 
about situations in 
which you might 
panic and make a 
fool of yourself? 

worry Int *0 1 2 3 

Do you find 
yourself feeling 
that you have 
nothing to look 
forward to? 

look_fwd Int *0 1 2 3 

Do you find 
yourself feeling 
down-hearted?' 

down Int *0 1 2 3 

'Do you find 
yourself unable to 
become 
enthusiastic about 
anything?' 

enthuse Int *0 1 2 3 
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'Do you find 
yourself feeling 
that life can be 
meaningless?' 

life_mean int *0 1 2 3 

Do you find 
yourself feeling 
scared without 
any good reason? 

scared Int  *0 1 2 3 
 

Outcome outcome Object High signs of 
depression 
  
Low signs of 
depression 
 
Medium/High 
 
No signs of  
depression  
 
very Low/low 
Signs 
  

 

*0 -Never, 1- Sometimes, 2- Often & 3 – highly frequently/almost always.         
      

3.2 Data Collection 

The practice of obtaining information from numerous sources is known as data 

collection. Just as important as the accuracy of a predictive model is the 

collection of appropriate data for AI initiatives. 

The research focuses on mental health, focusing on depression and anxiety. Data 

was collected using a primary method which was in the form of a questionnaire. 

The reason for conducting primary data collection was influenced by previous 

research. Most researchers’ data had been collected in live/real-time clinics and 

controlled environments. Making it difficult reviewing these datasets which makes 

this became hard to understand the whole picture and use within this research. 

Also, other researchers had not focused on a target group within education. 

A questionnaire was the best form of data collection for building the dataset, 

organising and time constraints. The questionnaire was designed with the 

inspiration of the Depression Anxiety Stress Survey. Questions were implemented 

with a scoring system of 0 -Never, 1- Sometimes, 2- Often & 3 – highly 

frequently/almost always. These questions were situational based, and the 

experiences of an individual felt. Questions regarding everyday life, such as age, 

location, education, and employment status, were included. This was for eligibility 

of the research. No other personal or sensitive details was collected. [Appendix 3 – 

Research Zoho questionnaire] 
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The questionnaire was built using Zoho, a suitable platform for collecting data and 

created with twenty-three questions with simple, drop-down, and scale-based 

answers. This was with the aim of the questionnaire to be user-friendly, quick, and 

concise. Collecting the data in this format seemed best to fit my research purpose. 

The questionnaire was tailored to the data needed to be collected. This allowed 

for part of the aim and objectives to be met. 

Figure 2. Question summary 546 visits and completion within 49 days 

 

The questionnaire was initially distributed to student platforms and forums as this 

directly hit the target audience for this research. Once most students completed 

the questionnaire on these platforms, the input data was assessed, and the number 

of participants was low. The questionnaire was then shared on social media 

platforms, where there was a greater outreach. It was understandable that the 

questionnaire would be answered by people who did not meet the research 

requirements. However, the data pre-processing could mould the dataset with the 

necessary data. From this, and before any data pre-processing took place, 536 

participants completed the questionnaire. The questionnaire was available for 20 

days and reached a remarkably diverse crowd—submissions from South and West 

Africa to the USA, North America, and the UK. As the research is focused on the 

UK, I could not take these submissions further.  

The completed questionnaire was exported as a CSV format and imported into 

Excel. A preliminary review of the data in Excel was done to determine its quality 

and how much of it could be used. This is assessed to see if the data serves the 
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research's objective and is divided into four parts timeliness, completeness, 

consistency, and accuracy (A. Haug, F. Zachariassen, and D. Van Liempd, 2011).  

Once the data was gathered and shared with professionals and experts in the 

mental health field. A psychologist and a mental health nurse, both of whom do 

not want their names used. They examined the data to see if there was enough of 

it to identify mental health indicators. They both concurred that the questionnaire 

could help distinguish between potential indicators of depression. After consulting 

with both professionals, they decided to check the data that complied with the 

study's requirements, evaluate each row, and report the results; by doing so, the 

expertise would define the target variable. 

One target variable and twenty-two predictor variables comprise the dataset 

acquired from the survey. The justification above was used to derive the target 

variable. Below are each variable's potential values, variable types, and variable 

descriptions. 

 

3.3 Exploratory Data Analysis 

EDA is a detailed analysis created to unearth a dataset's underlying structure. It is 

significant for an organisation or research because it reveals trends, patterns, and 

relationships that are not immediately obvious. A vast amount of data cannot be 

reliably analysed by just skimming over it; instead, it must be thoroughly examined 

methodically via an analytical lens. Developing a "feel" for this vital information 

will make it easier for you to spot errors, disprove presumptions, and comprehend 

the connections between essential elements. A suitable prediction model may 

eventually be chosen due to such discoveries. 

The following are reasons why EDA is crucial for data analysis: 

• Aids in finding dataset errors. 

• Provides more insight into the dataset. 

• Helps find abnormal events or outliers. 

• Aids in understanding the variables in a data set and their relationships. 

3.3.1 Univariate Analysis 

The most fundamental method of statistical data analysis is known as univariate 

analysis. To summarise or describe a variable, a "univariate analysis" is defined as 

an analysis that uses only one("uni") variable ("variate") (Babbie, 2007; Trochim, 

2006). 

When doing univariate analysis, this was done by looking at categorical and then 

numerical variables so that we could see the data clearly in a visual form. As we 

know, all these participants are currently in education and studying. Looking at the 

categorical variables to start with, which were in the form of bar charts, it was 

interesting to see a pattern which includes the majority of the participants working 

full-time, and the majority had high signs of depression. This pattern was instantly 

noticed and could be vital to this research. Further exploration will be conducted to 

see if there is a correlation. The data also showed that most people stated that they 
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have no health issues or mental health diagnoses, even though signs of depression 

were at a high level overall. From studies on depression, we learn that people live 

or suffer from depression and do not know this due to stigmas and lack of education 

around mental health. (Kovac, 2007). Appendix 4. Displays distribution Histogram 

plots from the dataset which we get an overview of how the collected data is 

diverse. 

Figure 3. univariate analysis showing visualisation of outcome variable 

 

Still focusing on categorical variables, a key trend appeared in high social media 

usage and little to no time spent on fitness, health, and well-being. Studies show a 

regular correlation linked to much time spent on social media can lead to depression 

as we are consuming much information that may not be real and a persona that one 

carries. It is said that health and fitness can mean better mental well-being, even a 

30-minute walk daily. (Sharma et al. 2006). 

Analysis was also conducted on the numerical variables to see the average results of 

the questions asked. A primary factor of depression in this study is seeing life with 

no meaning and being scared for no reason. Most participants said, ‘this does not 

apply to them’(120) or ‘some of the time’ (80). It would be interesting if the result 

of the research took a turn due to the importance of these factors. 
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Figure 4. univariate analysis showing visualisation of a numerical variable (life_mean) 

 

3.3.2 Bivariate analysis 

Two variables are compared to one another in a statistical method known as 

bivariate analysis. The dependent and independent variables will be the same. The 

letters X and Y stand for the variables. The differences between the two variables 

are evaluated to determine the magnitude of the change. (Sarangam, 2021).  

The target variable ‘outcome was use as the X variable, whilst only changing the Y. 

As the research target group is age 18-35, trying to examine the correlation between 

age and the outcome was not easy as it showed to be balanced throughout. As 

mentioned previously in univariate section, the analysis went further to investigate 

the outcome variable against life without meaning and feeling scared. It distinctively 

shows a high correlation that many had have high signs of depression where they 

pick always for these two variables. this is key for feature importance and machine 

learning. From basic understanding of depression, it is known for believing life is 

meaningless, scared, and helpless are symptoms of depression. (NHS, 2019).  

Figure 5. Bivariate Analysis; age and outcome 
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3.3.3 Multivariate Analysis 

Numerous variables are considered in multivariate analysis. This makes it both a 

challenging and necessary tool. The fact that such a model considers as many 

variables as feasible is its greatest strength. This dramatically reduces bias and 

produces the most accurate result. (Vighnesh, 2021). 

Key factors were taken to complete a multivariate analysis from the previous 

analysis. Here we focused on age, employment, and outcome. The analysis was 

trying to find a correlation between the variables. It was hard to tell if new 

patterns were shown that had not been mentioned in the previous analysis 

description. As we saw a strong correlation between these variables, Principal 

Component Analysis (PCA) did not need to be conducted. 

 

Figure 6. Multivariate Analysis: age, outcome and employed 
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3.3.4 Correlation Analysis 

Correlation analysis is a statistical practice used to assess the link between two 

quantitative variables. A high correlation indicates a significant association 

between two or more variables, whereas a low correlation indicates a minimal 

relationship between the variables. The coefficient of correlation is a metric that 

quantifies the relationship between two variables and the degree to which changes 

in one variable affect changes in the other. A visualisation of a correlation matrix 

that shows the relationship between various variables is called a correlation 

heatmap. Correlation can have any value between -1 and 1. It is not always the 

case that a correlation between two random variables or bivariate data indicates a 

causal connection. (Kumar, 2022). A correlation matrix and heatmap was 

completed on the dataset, which displayed the relationship between these six 

variables. 

1. ‘Do you find yourself worrying about situations in which you might panic and 

make a fool of   yourself?’ 

2.  ‘Do you find yourself feeling that you have nothing to look forward to?’ 

3.  ‘Do you find yourself feeling down-hearted?’ 

4.  ‘Do you find yourself unable to become enthusiastic about anything?’ 

5.  ‘Do you find yourself feeling that life can be meaningless?’ 

6.  ‘Do you find yourself feeling scared without any good reason?’ 

As we have learnt this new information, it was understood that these features will 

have an impact on feature selection when we build the prediction model. 

 

Figure 7. Correlation Heatmap 
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3.4 Data Pre-processing  

Real-world data frequently has incomplete, inconsistent, inaccurate, and missing 
properties or values. As a result, data pre-processing is used to clean, prepare, and 
organise raw data so machine learning models can utilise it. (Sashikanta et al, 
2022). Using Excel, participants that stated they were not in education, in the UK 
or over 35, were instantly removed from the dataset. Following this step, the 
dataset was imported into Jupyter Notebook for further processing. Then was first 
checked for null values, which null values returned. It was good to know that 
participants completed the questionnaire fully, as all questions were marked as 
mandatory, so we can get a complete picture of what is trying to be achieved. 
With this noted, the data cleaning completed in Excel meant that the data we 
could not use contained missing values as these were due to uncompleted 
questionnaires. With the type of data collected, there would be no capacity to fill 
null and empty fields with average values.  
 
The column names were changed to make working with the data more 

manageable. The lengthy questionnaire questions were the names of the original 

columns. Column names are shortened to the feature's keyword, entered into a 

Python dictionary, and then used and replaced in the data frame. With the target 

variable in the dataset known as "outcome," this procedure was repeated. The two 

experts who contributed to the dataset had different spellings, and the field's 

incorrect values have all been renamed and replaced. 
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Figure 8. Column variable change in Jupyter Notebook 

 

It was crucial to examine the value count of all columns and responses as part of 

the pre-processing to determine which columns were to be dropped. Displaying the 

‘th’ count was the best practice for this. This showed that for education and 

location, just one form of response, 'United Kingdom' and 'yes' to indicate they are 

in education, was recorded, which is one of the critical criteria used in the 

research. Knowing this allows for dropping these two columns because, going 

forward, they could not be helpful or relevant, and know this has met part of the 

research requirements.  

Figure 9. Analysing the ‘th’ value count 

 

 

3.5 Feature scaling 

Feature scaling was performed to normalise the data using label encoding. This 

was to transform the non-numerical labels as there were more than two answers 
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available for questions one-hot encoding will not be correct for this process and 

will cause issues when applying the data to a model. Label encoding allows 

different integers to represent data. From previous research which has been 

reviewed, it was noticed that the train and test splits remained between 0.2-0.3. 

Due to the dataset size, a split of 0.25 was decided best.  

Figure 10. Dataset split 

 

Stratified random sampling was employed to guarantee that the results were equally 

distributed among the sets. The cross-validation object ‘StratifiedKFold is a KFold 

variant that produces stratified folds. The folds are created by keeping track of the 

sample percentages for each class.’ (Sashikanta et al., 2022). KFold: Split the 

dataset into k consecutive folds. In the perspective of this research, we have the 

splits at five kFolds. When it is necessary to balance the percentage of each class in 

training and testing, StratifiedKFold is utilised and built with a pipeline that uses 

the final estimator to construct the fit and transform method. The pipelines vary 

but typically include the following steps: feature reduction, model training, 

classification, and performance evaluation.  

Figure 11. Import of Starified KFold 

 

Cross-validation is usually used to generalise the training process. There are several 

types of cross-validation, including k-fold, leave-one-out, and holdout. For k-fold 

Cross-validation, the training data are divided into k equal-sized groups. Then, each 

one of the k groups is treated as testing data and reiterated for k-iterations. The 

latter two techniques can be considered as variants of k-fold Cross-validation. 

Figure 12. Cross validation usage 
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3.6 Feature selection  

The selection of features for a machine learning model should only include 

essential ones. The performance of the model may be harmed by choosing 

irrelevant features. Feature selection aids in eliminating redundant and pointless 

features that do not improve the model's performance. After pre-processing and 

data analysis was done. Since all entries from participants on the dataset had to be 

from the UK and in education, location and education was removed from the 

dataset. Of importance we have now learnt and seen that the physical elements 

employment, social media usage, health and wellbeing hours and the mental 

feeling elements of scared with no reason, life is meaningless and worrying and 

important features which makes a difference moving forward with building the 

model. 

3.7 Models 

Machine learning techniques for depression detection 

In this research, eight different machine learning classifiers were utilised to 

predict the presence of depression, namely: Logistic Regression, Decision Tree 

Classifier, Support Vector Machine (SVM), Random Forest Classifier, K-Nearest 

Neighbour (KNN), Adaptive Boosting (AdaBoost), Gradient Boosting Classifier (GB), 

and Gaussian Naïve Bayes (NB). These eight have been chosen due to a mix of 

published research showing what has worked well and what has been missed within 

research. The details of these classifiers are described below.  

Figure 13. import and usage of classifier models 

 

The details of these classifiers are described below: 

3.7.1 KNN 

A popular distance-based approach for handling classification and regression issues 

is KNN, which is non-parametric. A new instance is classified by contrasting it with 

the instances in the training set that are the most similar, as KNN is also an 

instance-based learning algorithm. Distance measurements can estimate how 

similar the examples are to one another. The K value, or the number of nearest 

neighbours, is the main deciding factor in this classifier. If K is 1, the new instance 

is assigned to the class of its closest neighbour (Ali et al., 2019). 



Andrew Akinosho  Q15612996 

26 
 

3.7.2 Gradient Boosting 

The Gradient Boosting (GB) classifier successively builds new models out of a 

sequence of weak models. Every new model makes an effort to reduce the loss 

function. GB calculates the loss function using the gradient descent technique. 

Boosting should be halted promptly using stopping criteria to prevent overfitting 

issues. The stopping criteria can be a maximum number of models developed or a 

limit on the predicted accuracy (Rahman et al., 2020). 

3.7.3 Decision Tree 

Because they are simple to understand and have a stable structure, decision trees 

used in machine learning are ideal for prediction issues. Decision trees make 

choices at several levels using tree data structures. It covers regression (a volatile 

objective for an infinite set of values) as well as classification (tree models with a 

volatile target for a specific set of values). (Li and Zhang, 2010) 

3.7.4 Random Forest  

From a randomly chosen portion of the training dataset, the Random forest 

classifier generates several decision trees. The final class of test objects is then 

determined by averaging the votes from various decision trees  presented a 

random forest classification with fewer trees. (Rodriguez-Galiano et al., 2012; Paul 

et al, 2018) 

3.7.5 Support Vector Machine 

A machine learning method known as a Support Vector Machine is primarily used in 

classification but can also be utilised for regression. Due to its excellent 

classification abilities and presentation quality, this classifier (Hamad et al. 2014) 

has recently been used in many applications. It divides the data linearly into two 

distinct classes (also known as hyperplanes), with the maximum distance between 

the two classes. 

3.7.6 Naïve Bayes 

This classifier relies on the Bayes theorem to supervised machine learning 

algorithms and operates under the assumption that features are analytically 

independent. (Martinez-Arroyo and Sucar, 2016) The naive assumption that the 

input factors are independent underlies the theorem. (Cheng and Griner, 1999) 

3.7.7 Logistic Regression 

Predictive analytics and categorization are frequently employed. Based on a given 

dataset of independent variables, logistic regression calculates the likelihood that 

an event will occur, such as voting or not voting. Because the result is a 

probability, the dependent variable's range is limited to 0 and 1. 

3.7.8 AdaBoost 

An AdaBoost classifier is a meta-estimator that first fits a classifier to the original 

dataset and then fits additional copies of the classifier to the same dataset with 

the weights of instances that were incorrectly classified being changed so that 

subsequent classifiers concentrate more on challenging cases. 
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3.8 Method 

A range of tools was used within this research and achieved the aims and 
objectives set at the start of this study. From Excel to Python Notebook, to pre-
process data to the prediction model. Python was also used to create a basic app 
to make this prediction model a user-friendly application, using frameworks such 
as Flask for backend development and JavaScript for the front end 
https://depress-status.herokuapp.com/ (for the user-friendly application. 

4 Results  

The test and train accuracy was run on all the eight models —AdaBoost, Decision 

Tree, Random Forest Tree, Gaussian Nave Bayes, Support Vector Machine, 

Gradient Boosting Classifier, Logistic Regression, and K-Nearest Neighbour to get 

the results to see what would be best to proceed with.  

Figure 14. Accuracy Results (Train, Test, Precision and Recall) 

 

Random Forest Tree showed the best with 79% accuracy. 

Figure 15. Classification report 

 

 

The confusion matrix result from applying the Random Forest classifier to the 

Depression classification. The rows and columns in which the digits 1, 2, 3, and 4 

https://depress-status.herokuapp.com/
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appear to stand for: Depression Symptoms: High Symptoms, Low Symptoms, 

Medium/High, No Symptoms, and Very Low/Low Signs 

 

 

Figure 16. Confusion Matrix 

 

4.1 Discussion 

Proceeding with only the implementation of Random Forest Classifier. The results 
indicate that Test accuracy is 90%, Train accuracy is 79%, and Precision and Recall 
are 79%. The precision scores are within a reasonable range, which gives 
confidence in the chosen model.  
We can answer the research topic with confidence and say yes! Machine learning 
can predict signs of depression. 
 
From the results displayed above, it is clear that Random Forest proved best from 
the test to train to the precision, the accuracy scores showed to perform. Support 
Vector Machine was robust with the test accuracy, but train accuracy dropped 
significantly, which led to believe overfitting was the case.  
 
According to Pereira et al. (2003), overfitting can be brought on by small sample 
sizes, high-dimensional features, complex models with too many parameters, and 
poor generalisation to independent datasets. Overfitting can produce a 
performance on training data but an inferior performance on testing data. This 
strategy delivers additional data to the learning method's training stage, which is 
linked to high variance, which could impair generalisation performance and result 
in overfitting for cross-validation (Elisseeff and Pontil, 2003). The confusion matrix 
was a surprise as the numbers were low except for true negative, which showed as 
15. It would be good to see what determined this.  
 
Referring back to Priya et al.(2019) study, they implemented all models and had 
more classifications whilst using a dataset that used all aspects of the DASS-21 
survey mentioned. They demonstrated results from five classifiers with 62-80% 
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accuracy. It was insightful to know that both studies have similar variables, which 
proved significant. As this research focuses more on depression than Priya et 
al., we have similar accuracy scores when looking at their Depression 
classification. 

Figure 17. Priya et al. classification results 

 
 

5 Conclusion  

Since numerous machine learning approaches are accessible, it is crucial to compare 

them all and choose the one that best fits the target domain. Today, numerous 

specialised programmes in the medical profession can diagnose mental illness and 

diseases with extreme accuracy in advance, allowing for effective and fast 

treatment. In this proposed study, we have examined eight machine learning 

approaches to categorise the dataset on various aspects of mental health. Data were 

obtained using a standard questionnaire evaluating the common symptoms of 

depression inspired by the DASS-21 survey. 

The classifier that was selected has accuracy levels above 79%. The research only 

employed a small amount of data; in the future, a more extensive data set might be 

used, and the research might then be applied to that more extensive data set for 

more accuracy. Although Support Vector Machine was judged to be a good model 

with the highest accuracy, there were overfitting indications. The f1 score, utilised 

in imbalanced partitioning, was used to pick the optimal model because this problem 

resulted in unbalanced classes. The variables "scared without reason" and "Life 
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meaningless" were identified as being crucial, and as a result, these variables were 

thought to be the most crucial in identifying depression. 

Looking into future work, a larger dataset will be something that will be focused on. 

Having more time to collect the data will resolve this. It would be great if the 

research could grow in terms of location scope and see if different results are 

produced. Collaborating with a machine learning professional will be great to 

develop the models and code more tightly and see if this could result in a higher 

accuracy score. Developing the application artefact so it can be used with 

educational establishments. 

5.1 Summary  

Comparing the findings and contribution of this study to other published works are 

required to assess the quality of the study. Most earlier studies have been conducted 

to forecast depression among people with a specific age group, employment, or 

medical condition. A select few have identified the psychological and 

sociodemographic elements contributing to depression. However, this study aimed 

to identify depression among UK-educated individuals of various ages, and all 

rounded variables with published authors have produced. The most crucial elements 

from an inspired Depression Anxiety Stress Survey that contribute to or precede 

depressive symptoms have also been discovered by this study with a developed 

predicting model with an accuracy of 79%. 

5.2 Limitations 

Limitations have been shown whilst conducting this research. The dataset size is 

limited to under three hundred rows. This has shown in the data analysis that 

there were few numerical data to analyse. We noticed overfitting when testing and 

training the model when we applied SVM. When researching and looking into 

published work, comments were noticed on how it has been a struggle to collect 

data and focus groups were essential. This may be a challenge. Time was a 

constraint in this research. As the data collection was done when most UK 

education establishments were on summer break, most would not be active online 

on student platforms where the questionnaire was shared.  
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7 Appendices  

7.1 Appendix 1. Ethics approval 

 
 

7.2 Appendix 2. Source code 
file:///C:/Users/andre/Downloads/Depression%20predictor.html  

file:///C:/Users/andre/Downloads/Depression%20predictor.html
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7.3 Appendix 3. Research Zoho Questionnaire 
 

 

 

 

7.4 Appendix 4. Distribution Histogram plots fo data columns. 

 

 

7.5 Appendix 5. Link to application – Depression predictor. 
https://depress-status.herokuapp.com/ 

 

https://depress-status.herokuapp.com/

