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ABSTRACT

Machine Learning has a significant and quicker growth in this decade. Every day,
new Machine Learning applications and algorithms are being developed. It plays a
significant role in spam detection, recommendations, medical treatments as well.
The present machine learning approach helps us improve public safety, security
alerts, and medical interventions. However, not much is being worked in domain
of real estate sector, house prices continue to rise year after year and the most
difficult issue is managing or forecasting real estate values. As a result,
stakeholder, purchasers, and builders want to know which factors influence
housing prices. We address the prediction of house prices generated by machine
learning models in this research paper. We would also investigate the elements
that influence housing market such as location, territory, stock market, and
ageing and ultimately, develop a system to assist clients in acquiring a property
that meets their needs. This research intends to analyse, evaluate, and construct
an intelligent system deploying artificial intelligence on the real estate sector
using various Machine Learning models such as K-Means Clustering, Random Forest
Regressor, XGBoost, Neural Networks with an addition of areas of interest that
people might look for most visited venues. Moreover, this research will explore
the differences between many advanced models using both classic and advanced
machine learning methodologies. In addition, it will extensively examine a variety
of ways in model implementation and deliver an optimistic outcome for housing

price prediction.

Keywords: House Price Prediction, Artificial Intelligence, Machine Learning, K-
Means Clustering, Random Forest Regression, Sequential Neural Network

Regression, XGBoos
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CHAPTER 1: INTRODUCTION & BACKGROUND

Have you ever considered buying a property? You can browse a variety of homes
online and get ideas for properties that interests you. Following which, you might
consider the looks and the price. However, you might not know what you are
paying for and what all is covered in the price. Are the houses valuated simply as
others? Maybe the price is higher due to nearby shopping centre or a good school.
What are you paying for, and how much does the features of the property affects
the price? When it comes to pricing of a property, there are many

unanswered/unresolved questions.

The significance of the real estate market cannot be understated. It is a key
portion of an individual’s wealth, and for professional investors, it is a different
asset class that may be utilized to further diversify their investments. As a result,
developers, appraisers, homebuyers, and other real estate market participants,

such as lenders rely on accurate house price forecasts [1].

The Behaviour of the real estate market has macroeconomic implications. This
sector alone accounts for a significant share of the GDP (Gross Domestic Product).
Moreover, House price fluctuations also have a minimal impact on other markets,
not only to banking sector but also to business investments or personal
consumption [2,3]. Even the real estate market has impact at the micro level.
From a personal perspective, a housing decision is one of the important financial
decisions in most people’s lives. Thus, understanding rental decisions and real
estate market determinants is focused by macro and micro-economics. For
instance, it is generally established that housing markets exhibit long-run mean

reversion and short run momentum [4].



1.1 Why House Price Prediction?
Housing, a sub-division of real estate industry is a crucial component of a

sustainable economy. Owning a property is seen as having a good social standing
in various nations and is a goal of young individuals entering the employment
market. Although the reasons are different, the parties who chooses to own a
house can enter the market and can take advantage of the increase in values. The
most important issue in stabilizing the real estate market is economic feasibility,
it is only sustainable if it is affordable and economical. The cost-effectiveness of

a home also affects the stability of its use as an investment tool [5,6].

The financial crisis of 2008 expanded from United States of America to other
countries, every nation developed a growing interest in the housing market (Asian
crisis in 1997, as well as the asset price surge before to the 1929 and 2008 US
crises, are instances of big financial crises that were created by speculative home
price bubbles). Prolonged price increase, combined with disproportionate
investment, leads to speculative price fluctuations known as bubbles, which have
a detrimental impact on long-term economic growth [7]. Since house prices
directly or indirectly affects economic steadiness, it is essential to control the

real estate market and the price of housing.[8]

1.2 Why United Kingdom?

We choose United Kingdom for a variety of reasons. First and foremost, the
housing industry in the country is vital for both resident and non-resident
investors. The Rapid growth of real estate business over the past 15 years has
caught the interest of overseas real estate investors. The sector’s pivotal role,
particularly during the economic downturn has sparked intense interest in the
behaviour of the real estate markets. The rate of owner occupation in the United
Kingdom is significantly greater than in other European countries. Furthermore,
“new figures based on HM Land Registry records reveal that foreign ownership has

increased around 180 percent in the last 11 years”.[9] “The Value of inward



Foreign Direct Investment position climbed in 2020 by £288.7 billion (17.6%), while

the outward increased by £13.5 billion (0.8%)”. The value of inbound profits in

professional and support sectors was roughly five times greater in 2020 than in

2019 [10]. Currently, currency rates are another reason to invest in property in

the country due to European Union referendum the value of the pound has fallen.

The uncertainty around Brexit, followed by the COVID-19 epidemic has kept the

value of the pound low which gave a chance for foreign investors to take

advantage to expand their property investment portfolio. Average house price has

increased from £150k to £276k in past 15 years (see figure 1,2). As per Bank of

England, the house prices increased from around £10k in 1977 to £200k in 40 years

(see figure 2).
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Figure 2:Annual house price change in United Kingdom

Thus, this research will look at the importance of various characteristics for homes
in United Kingdom. We analyse numerous factors that influence pricing, such as
exteriors, surroundings, year built and others which contribute towards price.
Moreover, in the analysis we will also include external factors such as the stock
market, interest rates, unemployment rates, house price index and environmental
factors will utilize statistical techniques to analyse how each of many factors
affects the pricing. Around 80 percent of the United Kingdom’s people reside in
cities, where the need for accommodation is greatest. The number of houses falls
well short of needs, and at an annual level of replacement of 0.5 percent [39].
England’s real estate market is one the least adaptive in the civilized economies
due to large number of owner-occupiers, poor renting segment and an absence of

long-term financing solutions.

1.3 Why Artificial Intelligence?

Since, there is so much data on real estate markets and transactions, artificial
intelligence and machine learning may be of great assistance in processing and
evaluating existing data. Although, real estate may seem to be the only thing that

is still tangible in a world that is becoming more and more virtual, artificial



intelligence is also taking over this industry. It is rapidly being used by real estate
businesses in all aspects of house purchasing, selling, and financing. Some of the
industry’s top names like Compass [11], Zillow [12] and LoanSnap [13] are now
using Artificial Intelligence to assist buyers locate the appropriate mortgage and

the perfect property.

Zillow has updated its popular house price “Zestimate” [12] which uses neural
networks to predict house prices. Most real estate information, including land
records, title documents, purchase price and even mortgage liens is public data.
The issue was that gathering all the information required visiting local offices,
which took a lot of time. Nowadays, algorithms can quickly process documents to

find information about property values, home improvements, debt levels.

1.4 Aim(s)

e To create a smart system for the users to show the areas of interest with
the estimate prices of houses and to analyse the dynamics of the housing

market in United Kingdom’s economy.

1.5 Objectives

e To investigate housing market in United Kingdom and corresponding

variables in relation to literature review through statistical analysis.

e To deploy machine learning model through Interactive Graphical User
Interface (a complete system with intuitive interface) which would display

key venues and analysis of the real estate market of United Kingdom.

e To assist real estate agents, stakeholders, builders, purchasers in

identification of key areas(venues) in location by using unsupervised



machine learning model and determine which type of house would be best

as per user’s budget using artificial intelligence.

1.6 Research Questions

e (Can Artificial Intelligence be used to deploy model for dynamic housing

market?

e To examine the impact of variables/factors related to housing market using

statistical analysis (hypothesis testing).

e How to apply Machine learning to predict the house prices in United

Kingdom?

e How an Artificial Intelligence system can reduce the effort and time of

purchasers in finding desired houses.

e What is the significance of using Machine learning models instead of using

classical approach for predicting housing prices?

1.7 Project Overview

The research approach for carrying out this study is how a smart System will be
built and evaluated to determine the house prices. The study technique includes
a suggested intelligent system capable of predicting prices and analysis of
investment using artificial intelligence and neural networks (deep learning). This
part is divided into mainly five sub-sections ,namely, investigation of the variables
that impact the outcome variable which would be the house price ;dynamic data
collection for all the identified important variables through various Application
programming interface(APIs) ;carrying out analysis of the data which contains
cleaning and pre-processing , finding out variable interaction on the effect of

House Price, combining the likewise variables ,and how variables are related



together; after which a model would be implemented that would be deployed on
an interactive Graphical User Interface; and finally to evaluate the effectiveness

of the system that meets commercial deployment (see figure 3)
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< -
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< b
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<L

I Creating Graphical User Interface I

<
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Figure 3: Project Workflow

CHAPTER 2: LITERATURE REVIEW

(Takats, E. (2012).) explores the impact of ageing on housing values. The report
concludes that ageing will have a considerable negative impact on house values.
The paper’s key contribution is to utilize a large panel of international house
prices to quantify the effects of continuing demographic shifts on present and
future price trends. The article shows convincing evidence that demographic
considerations, and hence ageing have an impact on property values. The study
begins by developing a model to formalize the role of demographic trends in
determining property prices. The model aids in identifying the old age dependence
ratio and total population as significant demographic effect factors. The empirical
research makes use of international panel of house price data from bank for
international settlements, the data covers 22 advanced economics from 1970 to
2009. While controlling for macroeconomic factors, the research deploys a panel
regression model in differences relating the old age dependence ratio and total

population to actual housing prices.



(Sivitanides, Petros. (2018).) Validated and quantified the impact of important
macroeconomic variables on housing prices in London. The Halifax and Nationwide
House price indices were used with the date ranging from 1983 to 2016. The author
estimated alternate error-correction and partial-adjustment models. A classical
demand-supply paradigm was used to explain the intertemporal behaviour of
London housing prices, which states that prices at each point in time are
controlled by the interaction of supply and demand. The research confirmed and
quantified that the long-term impacts of Gross Domestic Product, London

population and cumulative construction completions on London’s house values.

(Jha & Radu (2020).) created machine learning models for predicting the price of
the house. This research covered XGBoost, CatBoost, RandomForest, Lasso, Voting
Regressor and more, which are being employed to predict prices on a residential
dataset of 62,723 records from January 2015 to November 2019 and was obtained
from the Florida State Real Estate Assessor website. Various cleaning and pre-
processing techniques were used with feature selection and feature engineering.
Empirical results showed that XGBoost algorithm outperforms other models based
on performance, coefficient of determination (R2), Mean Square Error, Absolute

Mean Error, and computation time to predict the price of houses.

(Gohl, Niklas & Haan (2022)), investigated housing market price expectations in
short, medium, and long term. About six hypotheses concerning the occurrence,
development, importance of pricing expectations is developed and tested. Data
from personalized household survey, previous sales and rental offerings, satellites
was used. Additionally, data from the Empirica housing data bank for the years
2012 to 2016 to generate postal code specific house price trends with satellite
data. The data bank contained around 484,604 observations for rental and non-
rental properties. The research stated that in long run, individual house price
forecasts exhibit patterns of mean reversion. Furthermore, it demonstrated that

most tenure selections are not significantly connected to future price predictions.



(Bissoondeeal, R.K. and Tsiaras, L. (2021).) studied the non-linear relationship
between the housing and stock markets. The research was carried out at both
national and regional levels. It also investigated the relation of London property
values with rest of the country. Copula theory is used to simulate the conditional
joint distribution of the stock and housing market to evaluate their dependent
structure. To estimate the distribution, Generalized Autoregressive Conditional
Heteroscedasticity (GARCH) model was used. Quarterly data from 1973 to 2016
was used which was taken from the Nationwide website, All Share Price Index
reflected stock market activity, three-month treasury bill rate was utilized as
interest rate. Moreover, how closely other parts of the country were tied to those
in London. The research concluded that both markets have positive relationship

and may display left tail dependency.

(Quang Truong, Minh Nguyen, 2019) used both classic and advanced machine
learning methodologies to evaluate the differences between numerous advanced
models and presented an optimistic outcome for housing prediction. The dataset
contained about 300,000 data points with 26 variables for pricing in Beijing
between 2009 and 2018. Before implementing the model, several data pre-
processing approaches were used. GridSearchCV was used to refine models such
as RandomForest, XGBoost, LightGBM and hybrid regression. RandomForest
produced the lowest error on training set, whereas Stacked Generalization

regression produced acceptable results.

(Chandler, D. (2014)) researched on the housing market’s economics and
explained by home prices are likely to be more volatile than those in other
markets. It was also discussed topics of the property market in the United
Kingdom. It was discovered that the value of household home wealth is likely to
be variable in the near run and then assessed the impact of this volatility on

families.



(Adam, Roland, 2009) investigated that construction costs and new built prices
have a significant impact on house values. Building expenses include the cost of
construction materials as well as manning. The greater the cost of development
reduces construction and housing stock, and lower level of housing space
generates higher rent and house prices. Furthermore, changes in prices impacts
the building activities in construction sector, basically on profitability of
development projects. Thus, building costs have favourable effect on values of

houses.

(Lu Decee Xu and Tang, B. (2012)) research investigated on the drivers of United
Kingdom home prices based on quarterly data from 1971 to 2012. Co-integration
technique and associated error correction model was used. According to the test,
GDP, unemployment, credit, interest rate has a positive effect on prices, while
income and supply of money have a negative effect. The Model suggested that
increase of prices is controlled by building cost, income, interest rate and credit.
The research recommended investors to pay close attention to fluctuations in

interest rate.

(Visit, Gan, C. and Lee, M. (2004)) experimentally evaluated the predictive
capacity of the hedonic model with artificial neural network model. Data of about
200 sample properties was collected from Christchurch, New Zealand.
Geographical location as well as other characteristics of property such as type,
number of bathrooms, bedrooms, garages, home size are used. Three layered
Neural Network was used in the modelling phase. Weighted Least Square
technique was used to calculate accuracy instead of ordinary least square
technique. The research found that hedonic pricing models do not outperform

neural network prices models.

Table 1 : Brief of Literature Review
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CHAPTER 3: METHODOLOGY

Data Science applications seek to gather data and perspective from collected
data. The originality and applicability of the discovered insights are highlighted.
However, the influence of a project might be significantly lessened if the

outcomes are not effectively conveyed. [24]

The research strategy for carrying out this study is to build and assess a smart
system to predict housing values thus following a quantitative research
methodology [25]. The research method involves a proposed intelligent system
capable of forecasting pricing and investment analysis utilizing artificial
intelligence (neural networks) and machine learning models. This section is
divided into five sub-sections: investigation of the variables that impact the
outcome variable, which is the house price; dynamic data collection for all the
identified important variables through various application programming
interfaces(APIs); data analysis, which includes cleaning and pre-processing;
variable interaction on the effect of house price, combining the likewise variables,
and how variables are related to each other; after which a model would be
developed and deployed on an interactive Graphical User Interface(GUI), and
lastly the efficiency of the system that satisfies commercial deployment would be

evaluated.

3.1 Phase I: Investigation of determinants

The First phase of the research was the investigation of various factors or
determinants for house price, which would be done through literature reviews,
researching on journals and articles published by the various government
agencies. As per Takatas[14] the demography affects the price of houses and
suggests that major shift is taking place. Aging may lower property values since
young professionals tend to buy properties, but old age people lead to sales, as

Krainer [26] documents. As a result, if the proportion of the elderly compared to
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persons of working age grows, price of the property my decrease, while United
Nations Projections [27] too confirms it would happen, in developed countries,
the proportion of old age population will nearly quadruple in the coming forty
years. Several Studies [28,29] indicate strong indications of cyclical downturn
impacts through labour market and income on housing demand. Some of these
[29] point to the impact of rising costs or the mortgage crisis. As per official
projections, demographic trends are often viewed as the primary basic driver of
property prices in the long run, although changes fluctuations in financial
conditions, reflected across both lending rates and availability of credit, effect
housing market in the near term.[20]. We have taken six hypotheses in the first

phase of the research, namely:
e Does the house price and income of households are related?
e Does inflation affect House Prices?
e Does economy effects house price?
e Does interest rate of the banks have an influence on the house prices?
e Does mortgage lending and bankruptcies influence house prices?
e Do the stock markets affect house prices?

3.2 Phase Il: Data Collection

The practice of obtaining and quantifying information on variables of interest in a
structured framework for answering well-defined research questions, experiment
hypotheses and assess outcomes is known as data collection [30]. Since, there
would be multiple elements from various domains, the data was collected through
different APIs and saved at a local data storage (computer’s hardware). The data
was then integrated, and different data processing techniques (data pre-

processing, cleaning) were out. Because “garbage in, garbage out” [31] the data
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needs to be cleansed to obtain reliable findings. Data was gathered from the

following sources:
o Office for National Statistics
e Gov.uk
e Ukfinance.org.uk
e Land Registry Data
¢ Yahoo Finance
o Kaggle
e Propertydata.co.uk
e opendatacommunities.org
e Foursquare API
¢ Nationwide House Price Index
e Halifax House Price Index
e Land Surveyors House Price Index

e Transactional History from Land Registry

3.3 Phase IlI: Data Analysis

Data analysis is the way of forming, expressing, unfolding, estimating, and
understanding data by means of statistical methods. Data analysis in applications
can be classified as, Exploratory Data Analysis (EDA) which focus on uncovering

new data characteristics, while Confirmatory Data Analysis (CDA) aids in the
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confirmation or falsification of existing hypotheses [32]. Pre-processing
techniques such as data cleaning, removing null values, data manipulation was
carried to feed the machine learning model. Moreover, visualization techniques

such as plotting graphs were carried out to get information from the data.

3.4 Phase IV: Model Development and Deployment

Machine learning’s fundamental purpose is to develop a model that can make
predictions [33]. This phase asses different machine learning algorithms such as
K-Means clustering, RandomForest Regressor, XGBoost, Sequential Neural
Networks and select the best performing algorithm that suits the best. After
obtaining the relevant variables, a regression model was built to estimate property
prices, and a classification model to group most visited venues in the selected
location (city). Both models were placed on GUI, which provided the user with the

required results based on their search criteria.

The interface is classified into three categories: Firstly, if the user wants to know
where he/she should seek the property based on their interests which also
provides the estimate of the prices of that location. Secondly, if the user wants
to know the estimate of the house prices as per their specifications (such as year
built, energy rating, location, square footage), moreover it contains additional
criteria for predicting the prices of house from demolition or refurbishment which
shows profit percentage, this part would be beneficial for purchasers as well as
for investors as it would shows the areas to maximize their profits. While the last
section shows the graphs of house price index prediction in the next years, prices

of house country wise in United Kingdom.

3.5 Phase V: Evaluation

The purpose of evaluating a model is to offer a valid assessment of its predictive

ability, performance measurements on the other hand must account for the
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specificity of numerical forecasts, the differences between true and prediction
function values are the most often used performance indicators [34]. The system
was assessed based on its efficacy in user engagement, price projections and
whether it is suitable for commercial implementation. Various accuracy metrics
were used to evaluate performance on train and test datasets such as Mean
Absolute Error (MAE), R-squared (R2) Score, Mean Squared Error (MSE). The
primary goal of this research was to create a smart system that uses the

architecture and outperforms previous designs.

CHAPTER 4: IMPLEMENTATION

Implementing a machine learning algorithm provides a thorough understanding of
the way the algorithm works. When implementing a machine learning algorithm,
several micro-decisions must be made, and these decisions are frequently omitted
from theoretical algorithm definitions. Because few individuals take the effort to
design several the more complicated algorithms as a learning exercise, learning
and parameterizing these decisions may swiftly push anyone to intermediate and
advanced levels of comprehensions of a certain approach. To create Machine
learning applications, one must first choose a platform, an integrated

development environment (IDE), and a programming language.

For the implementation part, Python is the programming language that has been
used as python is a popular language for data science, numerical computation,
machine learning which enhances the efficiency and effectiveness by its extensive
libraries [35].

4.1 Phase |: Hypothesis Testing

A hypothesis is either a preliminary claim or a formal explanation of concept

(provable or disprovable) that demonstrates how two or more factors are
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predicted to interact [36]. It might be simple propositions of an expected outcome
or assertions of the presence of a correlation. Statistical hypotheses are classified
into two types: The Null hypothesis (Ho) which states that samples are not
affected that is no change or no difference, while the alterative hypothesis (H1 or
Ha) is the notion that sample observations are affected by some non-random cause
[37].

Hypothesis testing is an approach to evaluate whether to reject or accept the null

hypothesis. This procedure consists of the following steps [38]:
e Specify the hypothesis: The hypotheses must be stated.

e C(Create an analytical strategy: The analytical plan explains how to test the

hypothesis using the dataset

e Statistical testing: Determine the test statistic provided such as t statistic,

Z-score, percentage.

e Interpret the findings: Use the selected statistical method outlined in the

analysis plan.

Steps to Hypothesis testing, continued
Make statistical decision
I \

Do not Reject Hy Reject H,
Conclude Hy may be Conclude H, is “true”
true \ (There 1s sufficient evidence of K1)

Make
management/business/
administrative decision
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Figure 4: Steps to Hypothesis testing

We have taken six hypotheses in the first phase of the research.

4.1.1 Hypothesis I: Income of Householders vs House Price

In 2012, Lu Decee and Tang [22] conducted a study on the many factors influencing
house prices and discovered that income and money supply had a negative impact
on house prices. Ming-chi-chen [40] researched on the link with housing prices and
income. While Atalay [41] investigated the influence of housing price volatility on
observed economic health using longitudinal data on financial behaviour

satisfaction. Thus, it seems that income has a relationship with house prices.
Data Description:
e Dataset downloaded from Kaggle

o The data was retrieved from Kaggle which contained the average
house price in the United Kingdom between 1975-2020 and the

average income between 1999-2020.

o Rows contained the yearly data, while the columns were namely,

year, average house prices, and median salary.
e Dataset downloaded from gov.uk

o The data was retrieved from gov.uk while contained the yearly
average house prices and average income for different dwellings
from quarter 2 of 1992 to quarter 4 of 2021.

o Rows contained quarterly data, while columns were year, quarter,
average prices and income for new dwellings, other dwellings, all

dwellings, first time home buyers and former buyers.
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Table 2: Data Description of Income

Index | Data Source Description #Rows | #Columns
Income Kaggle Monthly data from 1999-2020 46 3
Income Gov.uk Quarterly data from 1992-2021 119 17

Python Libraries Used:

Pandas (used for importing datasets files, data manipulation and data

analysis).

e Seaborn (used for plotting advanced statistical plots and graphical

representation).
e Matplotlib (used for making basic graphs)

e SciPy. Stats (used for obtaining probability distributions, generate

descriptive statistical values).
Hypothesis:
e Null Hypothesis: There is a no relation between Income and house price
e Alternate Hypothesis: There is a relation between income and house price.
Statistical Testing Used:
e Correlation statistical tests.
e Regression Lines.

Since, we need to find out the relationship between house price and the income
of the householders and both variables are continuous, finding the correlation and

linear regression is most used technique [42] used for exploring the relationship.
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Correlation evaluates the magnitude of a linear connection between two features,

whereas regression defines the relation statistically.

Correlation coefficients evaluate the strength of relationship, a positive
association is indicated by positive coefficient, while a negative association is
depicted by a negative coefficient whereas value near zero indicates no

association.

Positive Correlation Negative Correlation No Correlation

Figure 5: Correlation coefficients

4.1.2 Hypothesis II: Inflation vs House Price

Inflation is defined as a consistent increase in the overall price of all commodities
and services produced in each industry. There are several theories as to what the
cause is. According to the Keynesian school of economics, inflation is caused by
market processes such as supply and demand, which cause price shifts. Increased
supply and service costs lead to higher product prices, resulting in “cost-push”

inflation [43]. As the price of bricks increases, the cost of constructing rises.
Data description:

Inflation is basically measured through two indexes, Retail Price Index (RPI) and
Consumer Price Index (CPI). RPI is produced by Office of National Statistics, and
includes mortgage interest payments, whereas CPIl includes other goods and

services except housing costs.
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Table 3: Data Description of Inflation data

Index Data Source Description #Rows | #Columns
Retail Price Office of National Monthly data 426 2 (Date,
Index (RPI) Statistics from 1897-2022 Index)

Consumer Online Scrapping from | Monthly data from 414 2 (Date,
Price Index rateinflation.com 1988-2022 Index)

(CPI)

House Price Office of National Monthly data from 650 2 (Date,
Index (HPI) Statistics 1968-2022 Index)

Python Libraries Used:
e Pandas
e Matplotlib
e Numpy (used for manipulation of arrays)
e Seaborn
e Statsmodel.tsa.stattools (used for time series analysis)

e Pandas.plotting (Lag_plot used to look for patterns)

e Statsmodel.tsa.api (used vector autoregression for time series analysis)

e Scipy.stats.stats (used kendalltau to measure correlation)
Statistical Testing Used:

e Visualization technique

e Lag plots

e KendallTau
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e Granger Causality Test
Hypothesis:

e Null Hypothesis: Time series Inflation does not Granger-cause time series

house price index

e Alternate Hypothesis: Time series Inflation does not Granger-cause time

series house price index

Various visualization techniques were used using seaborn library such as line plots
for both the RPI and CPI inflation indexes with UK HPI (see fig 6). A lag plot is a
sort of scatter plot in which two parameters(x,y) are lagged. A lag is a specified
length of time in a time series data. Lag plots are important in checking the

outliers, finding patterns, seasonality, and correlation [44] (see appendix fig 41).

UK Inflation Data vs HPI (1988-2022)

Dates

Figure 6: UK inflation data with HPI (1988-2022)
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After which, Kendall’s Tau statistical test was used. Kendall’s Tau is a measure of
the strength of an association between variables. The analysis of Kendall’s Tau
yields two things namely, a correlation coefficient and a p-value. The coefficient
varies between -1 and 1, while negative represents the variables are negatively
connected while a positive one represents the positive connection [45]. The p-
value shows the likelihood of finding results have a real association, moreover, p-

value helps in concluding the reject or accept the null hypothesis.

After making the time series stationary through differencing and testing through
Dicky fuller test, lag order was calculated using Vector autoregressive model to as
to input the max lag into the statistical test named granger causality test, which
is used to examine if one time series can foretell another. The value of time series
at a particular lag is beneficial for forecasting the value of another series at a
later period, is called “Granger-causes” [46]. This test provides with two values:
F-test statistics and p-value, if the p-value is less than 0.5, null hypothesis can be

rejected, and vice versa.

4.1.3Hypothesis Ill: Economy (GDP) vs House Price Index

Lu Xu [22] investigated if the Gross Domestic Product (GDP) has a favourable
influence on the housing market and found out that GDP has a positive impact on
the real estate market. While Aizenman [47] utilized a quarterly dataset spanning
four decades to investigate the link between economic growth and housing
market. The main aim of this hypothesis was to check the correlation and

causation of the two indices.
Dataset Description:

e For economy data, we have used GDP as it is main factor which tells about

the state of the economy.
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e From the dataset, maximum GDP is 7.44 whereas the minimum is -9.27 with

a mean of 2.24 and standard deviation of 2.73

e For House Price Index data, we have used data published by Office of

National Statistics.

Table 4: Data description for GDP data

Index Data Source Description #Rows #Columns
Gross Domestic World Bank Yearly data from 54 2 (year,
Product (GDP 1968-2021 GDP_growth%)
House Price Office of Monthly data from 650 2 (Date, Index)
Index (HPI) National 1968-2022
Statistics

Python Libraries Used:
e Pandas
e Matplotlib
e Numpy
e Seaborn
e Statsmodel.tsa.stattools
e Pandas.plotting

e Statsmodel.tsa.api

Statistical Testing Used:
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e Visualization technique
e Lag plots
e Granger Causality Test
Hypothesis:
e Null Hypothesis: Time series GDP does not Granger-cause time series HPI

e Alternate Hypothesis: Time series GDP Granger-causes time series HPI

Herein, plotting of graphs of the times series of GDP and HPI was done to visualize

the relationship of both the series (See fig 7).

UK HPI VS GDP Data(1960-2022)

— UKHPI
i i |— iGDP
14 U

150
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00

Figure 7: UK HPI vs GDP Data(1960-2022)
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Since, GDP data was yearly data and HPI data was monthly, thus, HPI data was
resampled from monthly to yearly data. After which Granger Causality test was

performed to check the correlation and causation of the both the time series.

4.1.4 Hypothesis IV: Interest Rate (Bank Rate) vs House Price Index

Different interest rate concepts, when combined, described, or offer variables
that affect interest rates. “These approaches are different due to disagreements
over whether rates of interest are a financial or a real phenomenon, such concepts
are the classical theory of interest, the Keynesian liquidity preference theory of
interest, the loanable funds theory of interest, the Friedman monetarist

framework” [43].

Xu [48] found that interest rates in the real estate market have varied effects on
supply and demand. Moreover, found that interest rates and property prices have
a complicated and interdependent connection. According to the research [43],
interest rates have a negligible link with property values, however the association
is associated favourably. The hypothesis which | took is too related to interest

rate, whether it affects the real estate market prices or not.
Dataset Description
e Bank rate history data was fetched from Bank of England’s database.

e Bank rate data had maximum value as 17 whereas the minimum as 0.10

with a mean of 9.208 and standard deviation of 3.70

Table 5: Data Description for Bank rate History

Index Data Source Description #Rows | #Columns
Bank Rate Bank of England data from 1975-2022 244 2 (Date,
History Rate)
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House Price Office of National Monthly data from 650 2 (Date,
Index (HPI) Statistics 1968-2022 Index)

Python Libraries Used:

e Pandas

e Matplotlib

e Numpy

e Seaborn

e Statsmodel.tsa.stattools

e Pandas.plotting

e Statsmodel.tsa.api
Statistical Testing Used:

e Visualization technique

e Lag plots

e Granger Causality Test
Hypothesis:

e Null Hypothesis: Time series Bank Rate does not Granger-cause time series
HP

e Alternate Hypothesis: Time series Bank Rate Granger-causes time series
HP
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Data from the time series was plotted to visual the correlation or trend (see fig
8). Since, the bank rate was not monthly, thus data pre-processing technique was

used to convert it into monthly to compare it with house price time series.

UK Bank Rate Data(1975-2022)
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Figure 8: UK bank Rate (1975-2022)

After cleaning the dataset as per the requirements, stationarity, seasonality, and
trend was checked, the time series was converted to stationary data with the help
of adfuller test using statsmodels library, as the basic requirement for granger
causality test is that the data should be stationary. Lag_plots were plotted and
applied vector autoregressive model to get the max lag for the granger test. After,

which granger test was applied to get the f-test score and p-value.

4.1.5 Hypothesis V: Outstanding Debt (Balance) vs House Prices

Gimeno, R. [49] researched to examine the interaction between mortgage loans
and housing prices in Spain and found out that both are interdependent. Whereas

Richard Disney [50] researched the relationship between household indebtedness
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and property prices and discovered that house price has little impact on the

indebtedness. We take the hypothesis to check whether the outstanding

debt(balance) has an impact on the house prices or not, whether increase in debt

causes house prices to increase.

Data Description:

Data for outstanding loans were fetched from fca.org

Table 6: Data Description for Outstanding Debt

Index Data Source Description #Rows | #Columns
Outstanding Debt FCA.org data from 2007-2022 61 6
House Price Index | Office of National Monthly data from 650 2 (Date,

(HPI) Statistics 1968-2022 price)

Python Libraries Used:

Pandas

Matplotlib

Numpy

Seaborn
Statsmodel.tsa.stattools
Pandas.plotting

Statsmodel.tsa.api

Statistical Testing Used:

Visualization technique

Lag plots
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e Granger Causality Test
Hypothesis:

e Null Hypothesis: Time series Loan data does not Granger-cause time series
HP

e Alternate Hypothesis: Time series Loan data Granger-causes time series
HP

Visualization techniques were followed to plot the time series such as line plots,
histplots and some data cleaning techniques were followed to match the time
series together, moreover, before passing the data into granger test, the series
were converted to stationary using differencing and adfuller test. At last, the data

was fed to the test to get the f-test and p-values.

4.1.6 Hypothesis VI: Stock Market vs House Price Index

Bissoondeeal [18] investigated the link between the housing market and the stock
market and discovered that the two markets are favourably associated. Moreover,
Kim Liow [51] examined the long- and short-term relationship between the real
estate sector and stock markets. To examine the researchers, we took the

hypothesis to check whether the stock markets impact the housing market or not.
Data Description:

e FTSE All-share Index was collected from yahoo finance from 2005-2021 with

the interval of 1 month with the help of yfinance library in python.

Table 7: Data Description of Stock Market

Index Data Source Description #Rows | #Columns
FTSE- All Share Yahoo data from 2005-2021 206 6
finance
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House Price Index Land Monthly data from 1968- 645 2
(HP1) Registry 2021

Python Libraries Used:
e Pandas
e yfinance
e Matplotlib
e Statsmodel.tsa.api
e Scipy
e seaborn
Statistical Testing Used:
e Visualization technique
e Linear Regression
e Cross Correlation Function

Data manipulation techniques were followed to match the starting and ending
dates of the time series, also percentage change was calculated to check the
changes in values over time. Graphs were plotted for both percentage change and
original time series. After which, correlation was calculated between the
percentage changes, Linear Regression lines were plotted, and cross correlation
function was applied on the time series to check similarity between the series.
Cross Correlation Function is measure of degree of similarity; it helps in telling

whether one time series is helpful in forecasting another one.
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4.2 Phase Il: Data Collection

One of the most critical steps in doing research is data collection. Data gathering
is a challenging activity that demands meticulous preparation, tenacity, and other
qualities to be completed properly [30]. Data collection begins with defining what

type of data is wanted, then selecting a sample from certain demographic.

APl is an abbreviation for Application Programming Interface. APls are methods
that allow two components to interact with another by defining and enforcing
rules and protocols. API architecture describes as Client and server, the program
that sends request is Client, whereas the application that sends the answer is

server [52].

For the property information and prices, we have used propertydata.com API. To
use an API, we need to have an APl Key and the URL (Uniform Resource Locator)
to get data using the python library requests. Following is the API Key which was

used to extract data from propertydata.co.uk
APl KEY: ‘L1SGXGR1LQ’

To get the prices of houses which specific number of bedrooms, we need to have
specific URL, which returns the mean of house prices from a given radius for a
specified full UK postcode and selectable filters. Following is the input as listed
in the documentation of API [53].

URL:

https://api.propertydata.co.uk/prices?key={API_KEY}
&postcode={POSTCODE}&bedrooms= {0-6}
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Table 8: Input parameters for API to get bedroom prices

Key API KEY Required Field

Postcode Full UK Postcode Required Field

Bedrooms Filter by number (0-5)

Type Filter by type

Points Number of points to | Default 20, minimum
analyze 15, maximum 100

Using the Python Library, requests.get() a response(reply) from the server is got

which contains all the required data as per input parameters.

To get the crime data of the location, we need to have specific URL, which returns
the analytics on the local crime from a given radius for a specified full UK postcode

[53]. Following is the input as listed in the documentation of API
URL :

https://api.propertydata.co.uk/crime?key={API_KEY}&postcode={POSTCODE}

Table 9: Input parameters for APl to get crime data

KEY API KEY
Postcode Full UK Postcode

The response which we get from the request, contains crime ratings such as Very
High crime, high crime, average crime, low crime, very low crime. The crime
analytics contains the labels such as violence, shoplifting, drugs, public orders,

burglary, thefts, robbery of the postcode that was supplied in the URL [53].

We have also used a development calculate in the interface which calculates the

profit and profit percentage as per the input criteria. This development calculator
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combines the cost of construction with market data on prices per square footage
and lets you knows the estimate of profit one can make.

URL:

https://api.propertydata.co.uk/development-
calculator?key={API_KEY}&postcode={POST_CODE}
&purchase_price={PURCHASE_PRICE}&sqft_pre_development={PRE_SQUARE
FOOTAGE}&sqft_post_development={POST_SQUARE_FOOTAGE}&project_type={P
ROJECT_TYPE}&finish_quality={FINISH_QUALITY}

Following are the input parameters :

Table 10: Input parameters of development calculator API

Key API KEY
Postcode Full UK postcode
Purchase_price Initial purchase price of property

sqft_pre_development | Square footage of property before development

sqft_post_development | Square footage of property after development

project_type Type of development (refurbish / demolition)

finish_quality Finish quality (premium / medium / basic)

Another API is used in classification of the interest of the people, or to find the
most visited venues by the people in the location specified. For which, | have used
FOURSQUARE API. This API too requires an APl key and URL to get the response
from the server. To access the data, additional information is required for

authentication such as client ID, client secret and version [54].
API KEY: 'fsq3lREtx31InF1Fo6N72vvhvlJsyukU2DtVPxkjuBHMVGU='
CLIENT_ID: WXER4KXQTWOIHEGAOHLO2EMDOOWEZKAX4YFQLRDMZ2TSBRVM

CLIENT_SECRET: 4NMKXNOKJBU4FR312SHLECHRTWSYOONMQP2JXUYOZOTWKTJG
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VERSION: 20210118
The URL for get response from the server is listed below:

URL:
‘https://api.foursquare.com/v2/venues/explore?&client_id={}&client_secret={}&
v={}&ll={}, }&radius={}&limit={}'

In the above listed URL, we need to provide the Client ID, Client Secret, Version,
the coordinates of the location for which the search is done, radius of the location,
and the limit of the results required. For the research purposes, | have set the
limit to 1000 and radius as 500.

The rest of the data for the analysis and machine learning models were basically

collected from Office of National Statistics, Land Registry.

4.3 Phase Ill: Data Analysis

Data must be examined to create a satisfactory outcome. Python, with simple
instructions and syntax, provides a powerful open-source replacement to
established methodologies and application. Exploratory Data Analysis (EDA) is a
way of summarizing data by recognizing its key properties and visualizing it by
means of proper illustrations [55]. EDA emphasizes on validating hypotheses
necessary for prototype building and hypothesis validation, as well as addressing
incorrect values and transforming inputs as required. Data patterns are shown
using EDA tools like bar graphs, scatterplots, compute, and display associations

among parameters via a heat map.
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At Every Step of the Machine Learning Process, Data
Analysis and Visualization Technigques are being Used
Data Data Model Present
Exploration Cleaning Building Results
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* Find Missing the patential Results = Graphs
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Correlations Diagnaostics ® Visualize to
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Diagnostics explain results
* ROC Curves
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Figure 9: EDA in machine learning process

4.3.1 EDA on Land Registry

EDA was carried out on the land registry data, which contained all the data of the
cities of the United Kingdom with average house price, index, percentage change
of the prices and indexes, sales volumes. The data was from 2004 to 2022 with
136934 rows and 54 columns. First, separate data frames were created bifurcating
based on the regions, and with the help of seaborn library lineplots were created

(see figure 10) for average house prices and average house price indexes.

UK Monthly House Price Data(2004-2022)

0 = United Kingdom
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Figure 10: EDA of Land Registry data price

Moreover, the percentage change in house price index was plotted as per the

region areas using the seaborn library lineplots.
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UK Monthly House Price Index % Change Data(2004-2022)
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Figure 11: Percentage change in House price index EDA

The dataset contained sales volumes, thus average sales volume was plotted

country wise with the help of seaborn library bar () (see fig 12)

Average Sales Volume
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Figure 12: Average sales volume country wise EDA

Furthermore, geographical charting of home prices was done nation wise, for
which geocoder library was utilized and prices were plotted with co-ordinates on
the map of the United Kingdom using Folium library of Python (see figure 13)
where green represented Scotland, Yellow represented North Ireland, Red

represented England, and blue shows Wales.
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Figure 13: Geographical mapping of prices country wise

4.3.2 EDA on data acquired through API
Data acquired through API was also subjected to EDA. Propertydata.co.uk APl was

used to obtain data for all areas in the United Kingdom, including the northeast,
northwest, east midlands, and others. A For Loop was used to pass the values of
the region list in the URL, and the data was recorded in a dictionary of data
frames. Visualization was performed on the data such as bar charts and

geographical plots.
Region List created:

[north_east’,'north_west','east_midlands’,'west_midlands’,'east_of_england’,'great

er_london’,'south_east’, 'south_west','wales’,'scotland’,'northern_ireland’]
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Figure 14: geographical maps with prices of regions of England

Figure 14 represented the all the regions of England with the prices of the cities,
below is the legend of the colours represented by regions in above mentioned

figure.

Table 11 : Colour coding of the regions on Geographical map

Color Region Name
Blue Northeast
Green Northwest
Purple East Midlands
Orange West Midlands
Dark Red East of England
Light Red Greater London
Pink Southeast
Dark Blue Southwest
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Same as the above figure, for Wales, Scotland and Northern Ireland cities with

prices were plotted to have a quick view of the locations of the cities and prices

on a geographical map.

Furthermore, bar plots were visualized for average house prices region wise (see

fig)

Average House Price

Bwerape House Price

Region Name
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Figure 15: Region wise bar plots of average house prices

Average growth in the previous year was plotted and insights were found (see fig

16)
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Figure 16: Average growth in 1 year region wise

4.3.3 Comparison between different indices

Since, the research is based on predicting property prices, house price indices are
among the most carefully monitored indicators. In United Kingdom, there are
many significant house price indices, these indexes vary in what is quantified as
well as the data. We concentrate on the four indicators [56] since they all strive
to gauge house prices utilizing real market data and seem to be reasonably long-
lasting, allowing to assess variances in movements in the trend over a prolonged

duration:

e Halifax Indices

e Nationwide Building society indices

e An index by LSL property services/ Acadata (LSL Acad) based on land
surveyors

e Land Registry price index.

Dataset Description:

Table 12: Data Description of different indexes

Index Source Data Description | # Rows # Columns
Halifax HPI Halifax Monthly data 42 3
from 2019-2022
Nationwide HPI Nationwide Monthly data 379 7
Building Society | from 1991-2022
Land Surveyors LSL Acad E&W Monthly data 208 3
from 2005-2022
UK HPI Land Registry UK | Monthly data 650 3
from 1968-2022

e Halifax HPI Index Max is 508.4 and Min is 397.8 with a standard deviation of
32.052 and mean as 434.53
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e Nationwide HPI Index Max is 541.83 and Min is 98.95 with a standard
deviation of 127.83 and mean as 277.50

e Land Surveyors HPI Index Max is 356.24 and Min is 194.62 with a standard
deviation of 40.07 and mean as 255.69

e Land Registry HPI Index Max is 1.88 and Min is 148.68 with a standard

deviation of 41.73 and mean as 48.61

Comparison of House Prices by different companies

Figure 17: Plotting of different indexes
Following data cleaning and pre-processing techniques such as equalizing the
length of time series for comparison, removing null values, and extracting a subset
of the dataset based on region name, visualization techniques such as plotting of
line charts (see figure 17) and bar charts (see figure 18) were used to compare the
different indexes. Moreover, percentage change was calculated and plotted (see

figure 19).
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Figure 18: Comparison of change in price by different indexes
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Figure 19: Bar chart of prices by different indexes

4.4 Phase IV: Model development and deployment

Machine Learning development phase consists of various processes, such as
identifying source data, creating models, deploying them and maintenance. The
activities are divided into two major parts: Model development and Model
operations [57]. The first part consists of steps including building of model, hyper-

tunning and choosing the model for deployment (see fig 20)
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Figure 20: Machine learning model development cycle

We primarily used three models for research purpose to be deployed on the GUI.
Firstly, an unsupervised learning model (KMeans Clustering) for clustering the
most common venues for the location, a sequential neural network model for
predicting price index, and one of the supervised learning model random forest or

XGBoost for prediction of house prices.

4.4.1 Unsupervised Learning Model (K-Means Clustering)

J.B. MacQueen suggested the KMeans technique as a type of cluster algorithm.
This approach is commonly used in pattern detection, this method attempts to
identify K divisions that fulfil a specific requirement to achieve the best possible
result [58]. The KMeans method has the advantages of being concise, efficient,

and fast.

To cluster the most common venues in a location, we need to first have a location

and find its co-ordinates using geocoder library of python. (See figure 21)
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Figure 21: Code for finding co-ordinates

The neighbourhoods of the specified location are then matched, and the same

method of obtaining co-ordinates is followed. Using the Foursquare API, as

explained previously in the data collection step, we then send the neighbourhoods

co-ordinates to receive the most frequently visited venues in that specific region

which is stored in a dataframe for further processing. (see figure 22).

#printing the location venues and shape
print(loc_venues.shape)
loc_venues
(175, 7}
. Neighborhood Neighborhood Venue Venue
Neighborhood | atitude Longitude Venue L atitude Longituds Venue Category
[1] Bargate 50.802650 -1.40418 Showcase Cinema da Lusx 50.802088 -1.407260 Movie Theater
1 Bargate 50.202650 -1.40418 #pple Southampton 50.804082 -1.405050 Electronics Store
2 Bargate 50.802650 -1.40418 Cafe Thrive 50.802025 -1.401872 Café
3 Bargate 50802650 -1.40418 Pret A Manger 50.804087 -1.404825 Sandwich Place
4 Bargate 50.802650 -1.40418 Waterstones 50.803120 -1.405865 Bookstore
170 Woalston 50.858353 -1.37232 \Weston Shore 50825414 -1.374114 Beach
171 Woalstan 50.858253 -1.37232 Co-op Food 50.820407 -1.367780 Grocery Store
172 WWonlston 50.888253 -1.37232 Forest Flame Disco 50825281 -1.376445 Entertainment Service
172 Woalston 50.258353 -1.37232 Doming's Pizza 50.828232 -1.388328 Fizza Flaca
o i
174 Woalston 50.888353 -1.37232 E"““EMMEgﬁﬁg 50.825014 -1.370202 Foad Stand

Figure 22: Dataframe of neighbourhood venues

The dataframe is then grouped and sorted to get all the

neighbourhood( see fig 23)
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neighborhoods_wenues_sorted.head()
1st Most 2nd Most 3rd Most dth Most 5th Most Bth Most Tth Most &th Most 9th Most A0th Most
Meighborhood Commoan Common Common Common Common Common Common Common Common Common
Venue Venue Venue Venue Venue Venue Venue Venue Venue Venue
o Italian n Bk Porfuguese + Furniture / N Clothing
0 Bargate Restaurant Hoie! Caoffee Shop ub Restaurant Bookstone Home Store Historic Site Store Park
- Middle L
1 Bassatt Arcade Bar Kids Store Park = "'L‘Encr Mightclub Mewsagent Mavie Thester Eazstam “9":‘5?
Supply Store Restaurant Restaurant
Banmic Mezdcan American Convenience Tapas e n Grocary Greak
z SREE A B Restaurant Restaurant Store Restaurant SR FIEEs Store Restaurant
- - . . Middiz
—— Grocary Fast Food . ndian American Cutdoor o _ . Movie o
3 Bitiene Store Restzurant Fizza Flace Resizurant Restsurant Supply Store Nigrtclub Hewsagent Theater ResEt::'er
N — . Fast Food - Gym J Fitness Groce Indian
4 Bitterne Pari Pharmacy Gift Shop  Pizza Place Rectourant Bus Stop Park 1 Center Supermarket SIDTZ Rectauant

Figure 23: Most common venues dataframe

Since the data required for any machine learning algorithm must be numerical,
the dataframe is converted into numerical data using the technique called one
hot encoding. Furthermore, for KMeans, the basic requirement is that the number
of clusters must be supplied. The Elbow Method is one of the most prominent
approaches for determining the ideal value of K, where K is the cluster number.

We have used Elbow method to find value of K (see figure 24)
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Figure 24: Elbow Method and distortion score to find K

We tried the Elbow method for values of K ranging from 1 to 10, and we could
plainly see that the distortion score was 4, thus we used value of K as 4 for the

KMeans method. KMeans clustering was used on the dummy dataset created using
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one hot encoding, and the cluster labels were joined with neighbourhood venues
that had the most common venues list. A geographical map was then plotted with

the clusters using folium map. (See figure 25)
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Figure 25: Folium map with clustering

4.4.2 Prediction of House Price Index with Sequential Neural Networks
The purpose of this phase of deployment was to forecast the house price index for

the next months. Several researchers have utilized neural networks to anticipate
housing values, including Wang in 2021 [59] who employed a back propagation

neural network to predict prices, and Varma in 2018 [60].

The dataset which was used for the modelling was published by the Office of
National Statistics which included monthly indices from 1986 to 2022, after which
EDA was conducted such as plotting a line chart using Seaborn Library (see figure

26)
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Figure 26: UK HPI line chart

Furthermore, the dataset was standardized as part of the feature scaling approach
since data scaling is a suggested pre-processing step when dealing with algorithms.
The MinMaxScalar library was used to scale down the data values. MinMaxScalar
scales the value between 0 and 1. Following that, the dataset was scaled using

the fit_transform() function,.

Before feeding the model with data, the dataset was split into 65:35 ratio using
train and test split. Dividing the datasets is required for an impartial assessment
of prediction accuracy. The train test split is used to evaluate the effectiveness
of algorithms for machine learning suitable for forecast based models. This
approach is a quick and simple method that enables us to evaluate our own

machine learning output to machine outputs.

A data matrix was built from the dataset with data append using a time step of 30
since the past 30 observations would be used to forecast the future observation.
As a result, the previous 30 observations become independent data, while the 31st
observation becomes dependent data, this is how the entire dataset was appended

to a data matrix which would be fed to the neural network.
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The data was then reshaped for model using reshape function. A sequential neural
network model was built with four layers (see figure 27),

Model: “sequential”

Layer (type) Output Shape Param #
Tstm (s (Nome, 30, 64) 16896
dropout {Dropout) {None, 38, 64) a8

lstm 1 (LSTM) (None, 32) 12416
dense (Dense} {None, 1) 33

Total params: 29,345
Trainable params: 29,345
Non-trainable params: @

Figure 27: Architecture of Neural Network

The first layer is a dense layer with 64 neurons, while the second layer is a dropout
layer that randomly changes the input to 0, preventing overfitting. The Third layer
is another dense layer with 32 neurons, followed by a dropout layer. The data is
fed to model with 100 epochs and the validation data parameter was set to test
data, while the batch size is set to 64. After which the data is predicted using

model.predict() and the next 9 months of the values were predicted.

4.4.3 Machine Learning models for House Price Prediction

For predictions, Limsobum Chai in 2004 [23] utilized layered neural networks,
Takats in 2021 [14] used regression models, while Truong in 2019 [19] and Jha in
2020 [16] used diverse models such as RandomForest and XGBoost. For housing
price projections, | have also used machine learning techniques like

RandomForest, XGBoost and sequential Neural Network.
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The dataset used in this phase was obtained from the gov.uk website and includes
the price paid transactions for 2022 for England and Wales. The dataset had
around 231624 rows and 18 columns. Web scraping was performed from
opendatacommunities.org to obtain the energy ratings, construction age bands,
total floor area, and energy tariff of the properties listed in the above-mentioned
dataset via API calls using a for loop was saved in a dataframe that was joined

with the original dataset.

The new dataset underwent data cleaning because it had many null values, for
which duplicate values were eliminated, nan values were replaced with unknown,
and outliers were visualized with the help of box plots and thus removed. EDA was
conducted on the cleaned dataset using the seaborn library, which included plots
of histograms, box plots, joint plots. In addition, a new column of city population

rankings was added to the dataset.

To examine feature correlation, heatmaps were plotted for numerical columns,
whereas point biserial relationships were used for categorical variables. The
connection between a binary and continuous variable is measured by point
biserial, which gives two outputs correlation factor and p-value [61]. -1 indicates
negative correlation while 1 indicates positive and zero shows no correlation.
Furthermore, ANOVA tests were used to determine the relationship between
categorical and continuous variables. It is a statistical test used to determine how

much one variable influences the other.

Before feeding the data into the model, the categorical variables need to be
transformed into numerical values, which was accomplished using dummy
variables. The data was then scaled using the MinMaxScaler library and split using

an 80:20 split. After which machine learning models were used.

RandomForest Regressor
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Truong in 2019 [19] and Jha in 2020 [16] used RandomForest and XGBoost models
for prediction of house prices. RandomForest is an ensemble approach that can
handle both regression and classification problems by combing many decisions
tress using a method called as bootstrap and aggregation. The core concept is to
use numerous decision tress to arrive at an outcome rather than depending on

independent trees.

The RandomForest Regressor was used, and its accuracy was tested, hyper
parameter tunning operation was carried out with the assistance of
HalvingRandomSearchCV. This technique searches for given parameters by halving
them one by one. The parameters that were passed to obtain the optimal

parameters are as follows:

Table 13: Hyper parameters for RandomForest

Parameter Values
Bootstrap True
Max_depth 110,100,90,80
Max_features 3,2
Min_samples_leaf 54,3
Min_samples_split 12,10,8
N_estimators 1000,300,200,100

XGBoost Regressor

XGBoost is a prevalent and effective open-source gradient boosted trees
algorithm. It is supervised learning method which combines the estimations of a
group of smaller, weaker model to attempt to forecast target [64]. The weak
learners are regression tress and each tree link to another which carries

continuous score.
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Many studies utilise the algorithm to estimate house prices, in this instance, we
employed the algorithm to determine accuracy after which hypertunning of
parameters was carried out wusing same Cross validation approach,
HalvingRandomSearchCV. The parameters that were input to the technique are as

follows:

Table 14: Hyper parameters for XGBoost

Parameters Values
N_estimators 1500, 1100, 900, 500, 100
Max_depth 15,10,5,3,2
Learning_rate 0.20,0.15,0.1,0.05
Min_child_weight 4321

Sequential Neural Network

After running random forest and XGBoost on the data, it was time to run sequential
neural network on it. However, to determine the parameters and number of
layers, the Keras tuner library was used in conjunction with the RandomSearch
Function, which provided the summary of the findings. The following are the best

parameters from the results summary:

Table 15: Hyperparameters for Sequential Neural Network

Number of Layers Number of Units
Layer 1 224
Layer 2 160
Layer 3 64
Layer 4 64
Layer 5 96
Layer 6 128
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Layer 7 128

Layer 8 192

Layer 9 32
Learning Rate 0.01

The loss was then computed and plotted after the model was built and data was
fed with number of epochs set to 100 and the validation data parameter set to

testing data.

4.4.4 Graphical User Interface

A Graphical User Interface (GUI) is an interactive graphic component system for
computer applications. A GUI displays elements which connects information and
specify movements that a user does, When the person interacts with things, they

differ in hue, magnitude, or visibility [62]. A GUI contains buttons, icons, texts.

For GUI we have used Tkinter, there are several GUI frameworks in python,
however Tkinter is the only one that is incorporated into python standard library.

It is cross-platform and easy to code [63].

The GUI framework is made up of three distinct frames. First, Interest City search,

then know the price frame, and last research (see figure 28)
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Figure 28: Architecture of GUI

Frame I: Know your City Search

The First frame is all about the city that the user is interested in; the user just
picks the appropriate country, county, and city. The city can only be selected
after selecting country and county from the dropdown option available. After
clicking on the go button, the GUI presents two graphs. The First graph shows the
most prevalent venues clustered by colours, while the second graphs show the
pricing of properties in that selected city clustered by price as high, medium, and
low. (See figure 29). When a user presses the go button, the GUI calls the
assist.ipynb file, which performs all the operations of the KMeans algorithm in the
background and provides a dataframe with the clustered venues, the GUI then
shows the venues in the form of a map using the Tkintermapview function, while
the second graph is obtained by the dataframe containing the property prices

filtered by the chosen city name.
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Figure 29: Frame 1 of GUI

Furthermore, when the user clicks on the know more button, all the top 10 venues
in the selected city’s neighbourhoods are displayed, as well as a box plot of
property prices with bedroom count. Furthermore, the city’s crime data is
displayed as the number of crimes in the last 12 months and the city’s crime rating
(see figure 30). The working behind this frame is that a new window is displayed,
the dataframe that is fetched from assist.ipynb is displayed , a box plot is created
with the filtered dataframe that contained house prices and crime data analytics

is fetched by an API call from propertydata.co.uk
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Most Common Venues in Birmingham :

Neighborhood Latitude Longitude 15t Most Comman Venue  2nd Most Commen Venue  3rd Most Common Venue  4th Most Common Venue  5th Most Commaon Venue
Acock's Green 52.445743071400007 -1.8271497129999261 Supermarket Pub Department Store Bowling Alley Coffee Shop
Aston 52.50166652200005 -1.8835130839999528 Auto Dealership Aute Garage Grocery Store Insurance Office Café
Bartley Green 52.43001877200004 -1.0858157759000244 Café Art Gallery Pet Store Other Repair Shop MNorth Indian Restaurant
Billesley 52.423026417000074 -1.8626919569999245  Construction & Landscapir Park Massage Studio Irish Pub Locksmith
Bournville 52.42803556800004 -1.0401078429999643 Park Coffee Shop Gourmet Shop Hotel Paol
Brandwood 52.41297370434044 -1.903098114303989 Tunnel Pizza Place Grocery Store Hookah Bar Fish & Chips Shop
Edghaston 52.45769636700006 -1.6206785109999632 Hotel Art Gallery Light Rail Station Other Repair Shop MNorth Indian Restaurant
Erdington 52.52735231500003 -1.8322974439999524 Pub Train Station Gym Grocery Store Newsagent
Fox Hollies 52.42906506033593 -1.8427048150536202 Supermarket Indian Restaurant Pub Art Gallery Light Rail Station
Hall Green 52.429932561000044 -1.8336090399999516 Supermarket Indian Restaurant Pub Art Gallery Light Rail Station

House Prices per bedroom count in Birmingham :

led
o Average Price of 2 Bedrooms: £191662.50
o
12 Average Price of 3 Bedrooms: £400172.37
10 Average Price of 4 Bedrooms: £493203 41
° Average Price of 5 Bedrooms: £nan
08 [¢]
. 0 1
N ;T T
0 —L
= — BT
2 Bedrooms 3:Bedrooms 4 Bedrooms 5 Bedrooms
Crimes in Birmingham . Crimes in 12 months: 3401.34 Crime Rating: Low crime

Figure 30: GUI Frame 1 know more button display

Frame IllI: Know the Price

The First part of the frame talks about the estimated property prices based on the
user selected criteria (see figure 31), while the second part of the frame is a
development calculator that shows real time market prices combined with
construction cost and shows the profit an investment could make (see figure 32).
The working behind this frame is that when the user enters all the information,
the machine learning model that is being loaded in the GUI predicts the prices,
while the second portion of the frame accesses an AP| and displays the expected

profit percentage.
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Vour Interest City Search Know the Price Research

Please enter the following details to Know the House Price:

Select the Country: England v Select Energy Ratings: C ~
Select the County: BOURNEMOUTH, CHR Select Year Built: 1976-1882 v
Select the District : BOURNEMOUTH, CHR Enter Total Floor Area: 76
Select the Town/City: BOURNEMOUTH v Select Energy Tariff: standard tariff v
Select the Post code: BH2 w
Select the Property Type: Detached v
Calculate Price!
Select the Age of Property: Established N
e Frechold v Estimate Property Price :£315828.34

Select the type of Price Paid transaction: | single residential prope

Figure 31: Frame 2 part 1 of GUI

Stamp Duty: £73.750

Please enter the following details to Know the Profit on Property : Lenal fees: £5,000
Architects fees: £42,000
Full UK PostCode - Wi Construction Cost: £74,000
- subTotal Costs: £1,506.750
Initial purchase price(in pounds) - 1000000 Continaency Amount: £60,000
The size of the property before development(in square feet) - 2000 finance costs: £60,000
- total Costs: £1,626,750
The size of the property after development(in square feet) - pAE) Average asking price:(persqf) £1005
Type of development project (refurbish / demolition) : refurbish v Total Value: £2,140,650
Profit: £513,900i0
Interior finish quality (premium / medium / basic) : premium v
. 0
Check Profit Percentage: 31.6%% BT

Figure 32: Frame 2 part 2 of GUI

Frame lll: Research

The Third Frame displays all the graphs that the user may view and analyse; it
displays four graphs, the first about future house price index prediction, the
second displays line chart about the average price across the country, the third
shows average house prices by property type and finally the average sales volume
of house. The logic behind this frame is that the first graph is predicted by the
sequential model that is loaded in the GUI, while additional graphs are presented

by the dataframe that are obtained from the data source (see figure 33).
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House Price Prediction System

our Interest City Search Know the Price Research

House Price Index Prediction : Average House Prices Country Wise :
150 300000 1/ geotiand J-
1 250000 {— England el
— Wales I
120 % 200000 { — Northern Ireland
£
100 £ 10000
& 2 100000
]
50000
a0
0
T T T T T T T T T T 7 T T
0 50 100 150 200 50 300 1970 1980 1990 2000 2010 2020
Nate
Average House Prices as per Property type in United Kingdom : Average Sales Volume of Properties as per Country:

300000
70000

60000
50000
40000
30000
20000
10000

250000
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100000
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EXIT
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ENGLAND SCOTLAND NORTHERN IRELAND

Figure 33: Frame 3 of GUI

4.5 Phase V: Evaluation

When addressing the stability of a predictive model, the effectiveness of a model
must be estimated, utilizing a wide variety of performance criteria to obtain a
highly accurate model. Following are the evaluation metrices that were used to

check the performance of the models used.

4.5.1 Correlation Coefficient (R2)
R2 is a metric that quantifies the amount of variance explained by independent

variables for a dependent variable in a regression model. The formula for R2 score

is described as:
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Figure 34: Formula for R2 score

4.5.2Mean Absolute Error (MAE):
The MAE quantifies the average difference between expected and observed

values. The formula is described as:

1 n
MAE = — —X
Sy

Figure 35: Formula for MAE

4.5.3 Mean Squared Error (MSE):
The degree of inaccuracy is measured by MSE, the average of squared difference

between the expected and the observed values. The formula is described as:

L0 —9)°

n

MSE =

Figure 36: Formula for MSE

4.5.4 Root Mean Squared Error (RMSE)
RMSE is the measure of how spread the residuals are, it is the standard deviation

of the errors. The formula is defined as:

=

(9i — yi)?
n

RMSE =

=1

Figure 37: Formula for RMSE
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The above-mentioned techniques were used to find the correctness and

performance of the machine learning models, and the model with highest

performance was deployed in the GUI.

CHAPTER 5: RESULTS

This section follows the previous chapter in presenting the results. This section

summaries the key things of the study which was based in the implementation

section of the research. Firstly, we would focus on the hypothesis phase

Table 16: Results of Hypothesis testing

Hypothesis Test carried Results Test carried Result
Hypothesis I: Linear 3920.94, 150/ | Correlation | 0.877/0.99
Income vs HP regression 9872, 1715 coefficient
Hypothesis II: Granger 4.4852 /3.070 p-value 0.0 /0.0006
Inflation vs HPI | causality F-test
Hypothesis llI: Granger 4.4719 p-value 0.0168
GDP vs HPI causality F-test
Hypothesis IV: Granger 1.6911/ p-value 0.0795/
Interest rate vs | causality F-test 1.1592 0.3160
HPI
Hypothesis V: Granger 1.7096 / p-value 0.1269/
outstanding causality F-test 1.3518 0.2532
debt vs HP
Hypothesis VI: Linear 27.80 Cross- Number of
Stock Market Regression correlation lags
vs HPI increases
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correlation

decreases.

Sequential Neural network performed in projecting future house price indices (see
figure16) as the MSE for training data was 26.935 and 112.374 for testing data.

160 Actual Dats
Train Fredict Data
Tast Predict Dala

Figure 38: Plotting of predications over Train and test data

Evaluation techniques were applied to the different models used in the

implementation part; the results are as follows:

Table 17: Performance Grid for Different Models

Model Tunning MAE MSE RMSE R2
Random Scaling using 0.062 0.009 0.075 0.72
Forest MinMaxScalar
Random Hyperparameter 0.126 0.027 0.1667 0.212
Forest tunning
XGBoost Scaling using 0.064 0.0093 0.0968 0.733
MinMaxScalar
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XGBoost Hyperparameter 0.058 0.008 0.090 0.766
tunning
XGBoost Reduced 58347 691578 83161 0.7825

features

XGBoost Reduced 69493 901493 94947 0.71
features with
hyperparameters

tunning

Sequential Reduced 0.067 0.0108 0.104 0.68

Neural features with

Networks MinMaxScaling

CHAPTER 6: DISCUSSION:

6.1 Hypothesis I: Income of householder’s vs House Price

Once applying the linear regression line using the stats library linregress function
in python to the dataset acquired from Kaggle, we saw that the slope of the
regression line was £ 3920.94, indicating the property prices are growing on
average about 3900 each year, while the average UK pay is falling by 150 per year.

The correlation coefficient was calculated to be 0.877

Another dataset obtained from gov.uk revealed that the average house price and
average income from former home buyers are the highest since 1992. According
to regression lines, house prices increased by 9872 while income increased by 1715

per year and gave a correlation value of 0.99.

Thus, the income and average prices of all dwellings are significantly connected.
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6.2 Hypothesis Il: Inflation vs House Price

After plotting the RPI and CPI line charts, the RPI values and variations were
substantially higher than the CPI values. The granger causality test ran on RPI and
CPI data with respect to HPI data, the F-test statistics were 4.4852 and 3.070 with
p-values of 0.0 and 0.0006, respectively. Since, p-values were smaller than 0.05,
we may reject the null hypothesis of the test and infer that the inflation does

affect house prices.

6.3 Hypothesis Ill: Economy (GDP) vs House Price

When the UK GDP data was plotted, there was a dip around 2008 due to the
financial crisis, and another in 2019 due to COVID-19.

The data was subjected to the granger causality test, which yielded a F-test
statistics of 4.4719 and a p-value of 0.0168, we may reject the null hypothesis
since the p-value is smaller than 0.05 and infer that knowing the GDP is important

for forecasting future HPI.

6.4 Hypothesis IV: Interest Rate (Bank Rate) vs House Price Index

At lag=10, the granger causality test yielded a f-test statistics of 1.6911 and p-
value of 0.0795. While the reverse, gave an f-test statistics as 1.1592 and p-value
of 0.3160. We may accept the null hypothesis and conclude that interest rates of
the bank do not affect the house prices or vice versa. However, according to the
research, the influence of an increase in rates will be determined by the amount

and timings of increase.

6.5 Hypothesis V: Outstanding Debt (Balance) vs House Prices

Plotting the data of loan arrears and outstanding balances each year, the insights
were discovered that 2009 had the highest. Moreover, in prior years, the arrears

loan count and outstanding balances have dropped with quarter fourth the lowest.
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The granger causality test yielded an f-test score of 1.7096 and a p-value of
0.1269, whereas the reverse yielded an f-test score of 1.3518 and a p-value of
0.2532. Because p-value is less than 0.05, we reject the null hypothesis and
conclude outstanding loans are not useful for predicting future house prices and

vice versa.

6.6 Hypothesis VI: Stock Market vs House Price Index

The scatter plot of the HPI vs Stock market revealed a positive association, with
the slope of regression line being 27.80. The cross-correlation statistics value
shows that as the number of lags increases, the correlation between the two get
less positive, this indicates that the stock market price during a particular month

is highly predictive of the housing price index.

6.7 Different Indexes

When we compared different house price indices, we noticed that nationwide has
the highest index values, followed by Halifax, whereas the UK HPI has the lowest.
Furthermore, land surveyors report the highest property prices, while nationwide
claim the lowest. When the variations in indices were visualized, the UK HPI varied

the most.

6.8 Modelling

We learned during the EDA phase that England has the highest average property
costs, while Northern Ireland had the lowest, however, Northern Ireland had the
highest house price index with highest fluctuations in index as compared to others.
Based on Sales volumes, England led the charts. On the grounds of property types,

detached homes have the highest prices while terraced had the lowest.

Furthermore, according to deeper insights into regions, greater London has the

highest pricing as well as weekly rents. However, when compared to other
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countries, Scotland experienced the largest average growth in a year, but Wales

topped the charts in terms of 3 and 5 years

According to the findings of ANOVA tests done in implementation phase, on price
paid transactions data, current energy ratings, property type, construction age

bands, and energy tariff are substantially associated to house prices.

While, choosing the machine learning model to be deployed on the GUI, the model
with highest R2 score was chosen, Thus, XGBoost with highest r2 score of 0.7825

was deployed on the GUI for prediction of house prices.

CHAPTER 7: CONCLUSIONS

This research explored various factors that influenced property prices in United
Kingdom. After analysing several hypotheses, we determined that household
income, inflation, GDP, and stock market had a positive impact on prices, whereas
interest rates and outstanding debts (bankruptcies) had no effect. Even previous

studies validate this.

Although mortgage companies’ natural inclination for adopting their preferred
index, there is not one optimal house price index in practice. This article studied
machine learning models for forecasting and concluded that XGBoost surpasses

the others on predictions.

We looked at how advances in Al helped us comprehend the open, complicated,
and dynamic real estate market. As a property valuation help tool, algorithms
provide a comparative advantage in housing market. The proposed would help a
variety of groups, including homeowners by informing them of the anticipated
price and regions to seek to buy a property on their preferences. Investors would
gain since it would show them where to invest to optimize profits. It may help

real estate brokers and developers in determining which factors influence the
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most. Prediction of house prices is critical for enabling budget allocation, finance

solutions for buyers and investors.

CHAPTER 8: LIMITATIONS AND FUTURE SCOPE

The research did, however, have several shortcomings. Firstly, the property price
might be influenced by other economic factors such as governmental decisions,
sanctions, currency exchanges, which were not factored into the calculation.
Secondly, due to lack of property data basically in the areas of Northern Ireland
and Scotland, not much analysis was conducted in that areas. Lastly, the model’s
low performance might be due to lack of some environmental factors and an
insufficient sample data. Moreover, due to low system resources, data took much

time to train.

However, there is always room for improvement and learning, and there is lot of
future potential for this research as the scope was limited, such as more research
testing the influence of new independent variables, testing more external factors,
gathering more data from other locations of UK which lacked in this project.
Training the data on high-end machines could benefit in better learning by the
algorithms which might result in better accuracy. Furthermore, more complicated

neural networks could be used to enhance performance.
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CHAPTER 10: APPENDIX

#checking the shape of the dataset
df.shape

(48, 3}

#the first 5 rows of the dataframe
df.head()

Year Awverage house price adj. by inflation (pounds) Median Salary adj. by inflation (pounds)

0 1975 94983 NamM
1 1976 29281 MaM
2 1977 85028 NamM
3 1978 100519 MaM
4 1979 112067 MNaM

Figure 39: Dataset from Kaggle(Income vs House Price)

dfL
year quarter average_price_new_ g average_ad _new_dwelling Average_income_new_dwelling average_price_other_dwellings average_advance_
0 1992 Qz 77360.000000 51950 24143 50210 000000
1 1992 as 69893 000000 49558 24049 62513 000000
2 1902 Q4 70043.000000 50374 23462 57193.000000
3 1983 at 72700000000 51911 24440 58345.000000
4 1993 [o] 73289000000 51219 23201 50196.000000
114 2020 Q4 325559.000000 213427 65829 325609333333
115 2021 a1t 335948333333 215643 66991 346924 666667
16 2021 a2 328260.000000 212524 66251 345131.233333
17 2021 a3 298342 333333 197523 61645 294768 333333
18 2021 o4 311593666667 207139 63308 310860000000
119 rows x 17 columns
»
#checking the shape of dataset
df1.shape
(119, 17)

Figure 40: Dataset from gov.uk (income vs House price)
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Figure 41: Lag plots for inflation and HPI
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Figure 42: UK GDP Data(1960-2022)
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Figure 43: EDA on land registry data HPI
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Figure 44: Comparison of house price by different indexes
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Figure 46: Epochs vs loss for Neural Network
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Figure 48: Box plot for House Prices vs property types
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Figure 49: Box plot for top 4 cities in transactions
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