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Abstract 

Breast cancer is one of the major causes of deaths in females worldwide. This 

project is focused on creating a system to identify the chances of the disease 

recurring in both symptomatic and asymptomatic patients in order to mitigate the 

chances of death and begin early treatment where necessary.  
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1. Introduction 

Technological advancements have led to the adoption of artificial intelligence 

knowledge in diverse industries with health care being one of such sectors.  

A smart health prediction system is defined by Kamble et al. (2017) as a system that 

utilizes computing and technical knowledge to collect, retrieve and store useful 

health information for the optimization of medical processes. Wibamanto, Das & 

Chelliah (2020) emphasized the need for this predictive health system by identifying 

the issues that hinder the effective and timely maintenance of a patient’s health by 

a medical institution such as disorganized data and health records, inability to 

provide immediate medical services, insufficient amount of qualified medical 

personnel etc. and tackling these issues will lead to the overall well being of citizens 

and the community as a whole. 

This project aims at creating a smart health system to predict breast cancer as 

focusing solely on one disease will aid in prediction accuracy since similar symptoms 

commonly occur across numerous diseases. Another reason why breast cancer was 

selected is because it is one of the most commonly misdiagnosed form of cancer and 

the presumed cause of this is down to incomplete medical history, insufficient time 

to evaluate patients and missing information (McLaughlin & Lauricella PC) and 

adopting artificial intelligence knowledge and skills will aid in tackling these factors. 

1.1. Background 

Breast cancer is the most prevalent cancer found in women globally as a total of 2.3 

million women were diagnosed with breast cancer at the end of 2020 with 685,000 

recorded deaths due to the condition (WHO, 2022). Breast cancer is prevalent in 

both developed and less-developed counties, occurring in women of different age 

groups typically after puberty, however there is a greater risk of the disease 

occurring at a later age to women who have been through menopause (WHO, 2022) 

as statistics from breast cancer UK indicate that women born after 1960 have a 1 in 

7 chance of developing the condition and NHS UK emphasizes that 8 out of 10 cases 

of breast cancer occurs in women over 50 (NHS, 2022) 



COM726 July 8, 2022 
 

2 
 

The cause of breast cancer is not certain as there is no known reason why breast 

cancer affects one woman and not the other (NHS,2022) however, there are 

numerous factors that increase the risks of a person having cancer. Some of these 

factors include, a family history of breast or ovarian cancer, dense breast tissue, 

hormones or hormonal medicine, exposure to radiation and lifestyle factors ranging 

from alcohol use and obesity. 

Recurrence in medical terms is where the cancer resurges after at least a year of 

remission to either the same organ, an organ that is close-by or an organ located in 

a different body part. Breast cancer recurrence events usually occur after initial 

diagnosis and treatment of a prior breast cancer incidence with a high likelihood of 

it being curable when detected early while the patient is asymptomatic. (Alva, 2018) 

There are numerous instances where patients are unable to easily access medical 

consultation or services and one of such instance is a record of the covid-19 

pandemic posing as a hindrance to breast cancer screening leading to an estimated 

total of 12,000 people living with undiagnosed breast cancer in the UK alone. 

Furthermore, statistics indicate that the amount of people referred for breast 

cancer checks have significantly fallen by more than 20,000 in 2020/21 compared to 

the previous year(Reynolds, 2022). This information demands for a convenient, 

reliable system to be put in place to categorically predict a patient’s breast cancer 

recurrence status promptly and refer them to the appropriate medical professionals 

where necessary as early detection of this disease will prevent fatal outcomes and 

save numerous lives.  

Data mining which deals with knowledge extraction of big data will contribute 

significantly as the nature of healthcare data is typically of a high volume with 

numerous information thus demanding the need for filtering and extracting useful 

information. Other artificial intelligence and machine learning models will be used 

to tackle the identified problems and predict breast cancer.  

1.2. Research question 

The research question addresses the problem that the project aims to solve, and the 

crucial elements from the derived research question are outlined utilizing the PICOT 

framework.  
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The PICOT framework is a mnemonic that represents patient, problem or population, 

intervention, comparison or control, outcome, timing. (Deng, 2020). For further 

emphasis, this framework defines the patient or problem in question, the proposed 

action to carry out, an alternative intervention considered, the expected outcome 

and the time frame to reach this desired outcome. 

The research question is, “Can an artificial intelligence health system be 

implemented using prior breast cancer data to accurately predict the recurrence of 

breast cancer in both symptomatic and asymptomatic patients compared to the 

conventional breast screening method of mammogram.” 

• P – symptomatic and asymptomatic prior breast cancer patients  

• I – smart health system using machine learning algorithms and techniques 

 on breast cancer data of patients to determine possibility of breast 

 cancer recurrence to facilitate early treatment as required. 

• C - mammogram data of breast cancer patients 

• O -  percentage result to represent likelihood of breast cancer recurrence 

 (percentage result to represent level of model accuracy to determine 

 best model fit.) 

• T -  after a year of remission for patients 

1.3. Aim 

The aim of this project is to research and critically analyse data, journal articles and 

literature on breast cancer in its entirety and implement technical skills and 

knowledge to develop an innovative smart health system that will facilitate the 

precise prediction of breast cancer recurrence in patients to curtail the chances of 

patient’s relapse and enable immediate treatment where necessary thus improving 

patients life expectancy. 

1.4. Objectives 

• To critically analyse similar studies on breast cancer prediction to gain an 

understanding on previous work conducted and identify areas of 

improvements. 

• To select a suitable real-world breast cancer dataset to accurately perform 

analysis and prediction of breast cancer recurrence in patients.  
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• To propose a suitable artificial intelligence model(s) that best solves the 

identified problem with justification on model choice. 

• To train the model using the data to be able to accurately decipher the 

likelihood of breast cancer recurring in a patient. 

• To provide an avenue to refer a diagnosis of breast cancer to a medical 

professional for immediate treatment. 

• To create a wireframe prototype based on research conducted to influence 

the model of the web-based system. 
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2. Literature Review 

A comprehensive, critical review of journal articles and books on the research topic 

were carried out and the sources were obtained using the online academic database 

Science Direct. Relevant keywords were applied on this website to ensure the 

relevant literature is obtained. These keywords are, [Breast cancer, Breast cancer 

recurrence, Factors, Influence, Smart health system, Ethical impacts, Societal 

impacts, Artificial intelligence in healthcare] and the following inclusion and 

exclusion criteria were applied: 

INCLUSION CRITERIA 

• Studies highlighting the factors that contribute to breast cancer occurring and 

recurring. 

• Studies outlining methods used and results acquired. 

• Research conducted in the studies must have taken place within the last 10 

years 

• Published in peer review journals 

• Research articles 

• English language only 

EXCLUSION CRITERIA 

• Non-English language 

• Non-peer reviewed sources 

• Studies took place over 10 years ago 

• Studies lacking methods and results 

 

A mammogram is a breast screening method that doctors commonly adopt to detect 

breast cancer as it facilitates detection of the condition to people exhibiting 

symptoms. For the scope of this project, this method is not very ideal as it is usually 

geared towards symptomatic patients. It is also intrusive, and the users of the system 

may not have a complete trust to have their breast scanned and uploaded on a web 

system regardless of confidentiality assurance.  
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It has been emphasized that a mammogram also bears the risk of producing results 

that are false positive or false negative. In a false positive result, an anomaly is 

detected and is presumed to be a sign of breast cancer, but it is actually benign i.e., 

cells are non-cancerous. A false negative on the other hand is where the cancer is 

malignant and poses a risk of spreading to other organs but is not detectable as it 

appears to be concealed by normal breast tissues. (Nathiya and Sumitha, 2021). 

The image below was retrieved from neeter et al. (2021) study of the diagnostic 

value of contrast-enhanced 2D mammography in everyday clinical use. In images B1 

and B2 a mass was detected but it was a benign cell and in images C1 and C2 cancer 

was present, but the case was not classified as malignant by doctors. 

 

Figure 1: False positive and false negative in a mammogram result 

These are the points that drove the researcher to explore alternative, innovative 

methods that would produce a more reliable system to conduct breast cancer 

predictions and from the research conducted, it was discovered that typically, the 

methods used for disease prediction in the healthcare industry are data mining and 

machine learning models.  

Data mining is the extraction of useful information, discovery of patterns and 

acquisition of knowledge from a large dataset (Ahmad, Qamar and Rizvi 2015). 
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Numerous studies detail the use of data mining in the creation of a smart health 

prediction system. Supervised learning and unsupervised learning are two main 

methods used in machine learning. This project utilizes a supervised learning 

approach where the system is trained based on a given input and learns to generate 

results. A classification method which is a category of supervised learning will also 

be implemented as the nature of the dataset demands for this method.  

A study that utilizes a combination of data mining and machine learning was  

illustrated by Mohapatra et al. (2018) in the article smart health care system using 

data mining. In it, a health care system that utilizes clustering techniques and K-

means algorithm was proposed to predict heart disease, liver disease and chronic 

kidney disease.  

The use of machine learning to perform predictions in breast cancer have also been 

carried out in various studies. A weighted decision tree model was proposed by 

Juneja et al. (2020) who used the Wisconsin breast cancer data set and breast cancer 

data set to predict the presence of cancer and in comparing the results to that of 

the results generated from using decision trees, naïve bayes, random trees and 

random forest classifier, the proposed weighted decision tree model performed 

better in accurately spotting breast cancer.  

Muktevi utilized the machine learning algorithms, support vector machine, random 

forest, naïve bayes and logistic regression to a Kaggle breast cancer dataset to 

predict cancer and random forest produced the highest accuracy score of 98.24% 

compared to the other algorithms. Similarly, Ashok et al. compared logistic 

regression, random forest, K-Nearest Neighbor, support vector machine and decision 

tree,  to determine which algorithm best predicts breast cancer using the Wisconsin 

breast cancer dataset and the random forest algorithm produced the best result in 

the comparative analysis with a 96.505 accuracy level.  

Through the research conducted, it can be seen that utilizing different models 

produces different accuracy results with the exception of Muktevi and Ashok et al. 

study where random forest produced the highest accuracy score. This may be due 

to the datasets bearing similar attributes in common but as it can be seen, there is 

no standard algorithm that can be relied on to give the highest level of accuracy 

therefore selecting two or more algorithms is necessary to conduct comparisons with 
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parameters set to evaluate the algorithms. These parameters are; accuracy score, 

precision, recall and F1-score.  

The chart below showcases the algorithms that are commonly used in healthcare 

industries to perform predictions. It can be seen that support vector machines and 

neural networks are the models implemented the most in numerous studies. 

 

Figure 2: Machine learning models used in healthcare 

 

This project will make use of the algorithms, support vector machines, decision 

trees, KNearest neighbour, random forest classifier and naïve bayes algorithm. It 

will be interesting to compare the results of a commonly used algorithm to those 

that are rarely used to see how much the results differ in prediction accuracy as this 

could influence the adoption of some of these models in future work. 

2.1. Societal Impact 

The implementation of a system that predicts the recurrence of breast cancer is 

advantageous as it bridges the gap in the shortcomings of current proceedings in the 

health sector. It also provides a number of benefits to citizens, the health industry 

and society as a whole. These benefits include, 

• It is non-invasive therefore users can be comfortable engaging with the 

system. 

• It saves time and resources that usually involve multiple medical personnel in 

the traditional method of breast cancer follow-up. 
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• The system is free thereby making it readily accessible to anyone who wants 

to perform a check-up and eliminating the costs of consultation. 

• The efficacy of breast screening diagnostic techniques such as mammogram 

have been challenged in numerous medical trials and are reserved for use on 

patients exhibiting symptoms of breast cancer or its recurrence. This factor 

coupled with how expensive the procedure is demands for a more cost-

effective reliable system such as this to cater to both asymptomatic and 

symptomatic patients. 

• The effective implementation of this smart health system will increase the 

survival rates of breast cancer patients as early detection of the disease will 

commence treatments thus minimizing the risks of fatalities occurring. 

2.2. Development 

The following are the step-by-step processes to be undertaken in the project 

development phase. 

• Data collection: Collect a suitable breast cancer data from a reliable source 

to perform analysis and aid in prediction. 

• Data Preparation: Prepare the data by cleaning it i.e., handling missing data 

and conducting variable conversion where datatypes are misinterpreted. 

• Exploratory data analysis: Explore the data to gain insights into the variables 

and this will be done with a combination of statistical and visualization 

analysis. 

• Build the model: Import the necessary libraries and split the data into train 

and test for analysis. Utilize confusion matrix to compare parameter scores. 

2.3. System Operation 

The diagram below indicates that the system operates using a two tier architecture 

where a user fills in their requested details in the patient report page. The 

prediction will then be carried out for the patient based on input and if there is a 

likelihood of recurrence, then that information is made known to the patient and a 

contact list of qualified medical professionals is presented to refer the patient to 

book an appointment for immediate examination. On the backend, the dataset is 

trained using a machine learning model and algorithm to ensure accuracy in 

prediction and the database produces a result to respond to the patient’s query. 
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Figure 3: Two-tier architecture for the web-based system 

2.4. System Features 

This section details the features of the proposed smart health system for breast 

cancer. The system will have two main modules for the patient and the doctor. 

Patient Module: Here a patient fills the form with the requested information and 

then clicks on the submit button where a result will be generated to inform them of 

their status. 

Doctor Module: Here the doctor logs in with their details and views the patient 

report. Here they can perform consultations with the patient by giving advice on the 

next steps to take and schedule appointments for face-to-face meetings. 
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3. Methodology 

This section covers the research scope by outlining the methods and techniques 

carried out in this project. A quantitative research method was utilized rather than 

a qualitative method or a mixed methods approach because the nature of the 

research problem demands for the collection of numerical data to perform analysis, 

discover patterns, and make predictions.  

3.1. Quantitative Research method 

Quantitative research methods could either be descriptive, correlational, or 

experimental (Bhandari, 2022). A descriptive research seeks to understand a 

phenomenon by relaying what, where, when and how queries. (McCombes, 2022).  

An experimental research method deals with manipulating a target variable to 

evaluate its effects on the dependent variable (Bevans, 2022). This is an effective 

method as the researcher derives findings that are free from participant and 

researcher bias and results accrued are replicable in other settings however, despite 

its effectiveness, this method could not be applied in this project as it typically 

ought to i.e., with the researcher, sample breast cancer participants, variables and 

test hypothesis in a controlled environment because these are difficult to acquire 

and involves sensitive data and procedures that participants could find invasive. 

Furthermore, there is a risk of breaching ethical guidelines set by Solent University 

and possibly data protection regulations when human participants are involved in a 

healthcare context. With these factors put into consideration, the researcher 

measured the cause and effect of a target variable on the dependent variable by 

acquiring a real world breast cancer dataset comprising of information that will aid 

in analysis of the relationship between the variables and carried out this analysis 

using machine learning skills and algorithms on PyCharm environment.  

Correlational research method is where the relationship between variables is 

examined without any manipulation or influence from the researcher (Bhandari, 

2022) correlational analysis was carried out on the variables in the breast cancer 

dataset to investigate the strength of their association. The results of this research 

method are explained in the implementation section of this report. 
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3.2. Research sources 

Secondary research was conducted using Google scholar along with the online 

academic database Science direct to acquire the relevant breast cancer literature. 

Science direct was a preferred option in conducting this research because it 

comprises of options that enables the researcher to precisely search for the articles 

needed through the aid of the keyword function and a filter in the form of an 

inclusion and exclusion criteria to ensure that only the relevant literature sources 

specified by the researcher are generated.  

Using these functions, priority was given to articles released within the last 10 years 

to ensure that information obtained is up-to-date and still applicable in present day. 

The inclusion and exclusion criteria were also applied to ensure that literature 

sources comprised of methods used and results acquired from the research studies 

as this will enable the researcher to draw insights into the cause of certain outcomes 

and aid in comparative analysis in order to determine the best approach to take in 

solving the research problem. Google scholar lacks these useful attributes present 

in science direct but despite this, relevant literature sources were still obtained 

from this site, however one major setback faced with using google scholar is that 

some books and journal articles containing relevant information were inaccessible 

as they demanded for administrative access or were restricted from public view. 

3.3. Dataset 

The dataset for this project is the Wisconsin breast cancer data collected from the 

UCI machine learning repository. This data includes 201 occurrences of a single class 

and 85 occurrences of a different class totalling 286 instances altogether and it is 

summarized by 9 attributes. The data contains missing values which will have to be 

handled during data cleaning and preparation stage. The target variable in this data 

is the class variable as it determines if the recurrence event has occurred or not and 

the independent variables are the other 9 variables (age, menopause, tumor-size, 

inv-nodes, node-caps, deg-malig, breast, breast-quad, irradiat). The table below 

describes these attributes along with the information it is comprised of.  
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Table 1: Dataset composition 

Attribute Name Description Information 

Class The event that the cancer has 

reappeared after a year of 

remission or not to decrease 

breast cancer risks 

No recurrence events, 

recurrence events 

Age The patient’s age at the time 

of diagnosis 

10-19, 20-29, 30-39, 40-49, 

50-59, 60-69, 70-79, 80-89, 

90-99 

Menopause Menopausal status to 

determine whether or not a 

patient has ceased the period 

of menstruation 

It40, ge40, premeno 

Tumor-size The size of the tumour on the 

breast in diameter 

0-4, 5-9, 10-14, 15-19, 20-24, 

25-29, 30-34, 35-39, 40-44, 

45-49, 50-54, 55-59. 

Inv-nodes The amount of lymph nodes 

that contain cancer cells 

0-2, 3-5, 6-8, 9-11, 12-14, 15-

17, 18-20, 21-23, 24-26, 27-

29, 30-32, 33-35, 36-39. 

Node-caps Indicating whether node is 

present in the breast cap or 

not. 

Yes, no 

Deg-malig It is the degree of malignancy 

with a grade range for the 

tumour indicating levels of cell 

anomaly i.e. breast cancer 

stages. 

1,2,3 

Breast Either side of the breast where 

cancer could occur 

Left, right 

Breast-quad The breast split into four 

quadrants with the nipple 

being the central point. 

Left-up, left-low, right-up, 

right-low, central. 

irradiat Radiation therapy to eradicate 

cancerous cells. 

Yes, no 

 

3.4. Resources 

The resources used for the effective implementation of this project include: 

• PyCharm IDE: The environment for the development of the system where 

necessary libraries are imported for the effectual analysis of the best machine 
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learning algorithm that can be utilized and implemented for the prediction of 

breast cancer recurrence. 

• Microsoft excel: Microsoft spreadsheet for the initial analysis of the breast 

cancer dataset. 

• Machine learning algorithms: The appropriate five supervised machine 

learning algorithms that will best aid in prediction accuracy. 

• Domain knowledge: A thorough understanding of the breast cancer 

community i.e., the terminologies used in breast cancer, the statistics 

involved, the actions that will help minimize risks etc. 
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4. Design and Implementation 

This section explicitly reviews the process carried out by the researcher in 

developing the predictive model. Discussion on the data pre-processing carried out 

from data preparation, data cleaning to exploratory data analysis are expressed here 

along with accompanying code snippets as evidence to back up the explanations. 

The model evaluation is also discussed here. 

4.1. Libraries used 

The following are the libraries used in the PyCharm environment to develop the 

system. 

• pandas 

• numpy 

• matplotlib 

• seaborn 

From sklearn: 

• pre-processing 

• Train_test_split 

• GaussianNB 

• DecisionTreeClassifier 

• KNeighborsClassifier 

• RandomForestClassifier 

• SVC 

• Accuracy_score, classification_report, confusion_matrix 

4.2. Data pre-processing  

Real-world data presents certain quality inconsistencies which could adversely 

compromise the performance of the model. Omer (2022) emphasizes that poor 

quality data produces inaccurate or wrong results thereby deriving unreliable 

conclusions to the research problem therefore, data pre-processing is a crucial stage 

that must be carried out to reduce these complexities and prepare the data for the 

machine learning model (Azevedo, 2022).  

4.2.1. Data cleaning 

Data cleaning is a step in data pre-processing that involves improving the quality of 

the data by identifying any missing values, irrelevant values, incomplete values, or 
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duplicates in the data and applying the suitable modifications to them (Azevedo, 

2022).  

Firstly, the data was opened in an excel spreadsheet and examined to ensure that 

there were no redundant columns or information lacking in the dataset and it was 

discovered that there were no columns for header names to their related rows. This 

was because the header names were specified in a separate document from the csv 

file containing the breast cancer data when obtained from the UCI machine learning 

repository. With this information, a column for the header names was added in 

PyCharm when loading the csv file to match their corresponding rows as seen in the 

code snippet below. 

 

Figure 4: Add header names to the csv file 

 

The next step in the data cleaning process was to check for any missing values using 

the isnull() function and it is vital to ensure that missing values found are handled 

appropriately as this can affect the accuracy result of the model if overlooked (Anon, 

2021).  

The code snippet below reveals that the dataset contained null values as the 

variables node-caps and breast-quad generated eight and 1 null values respectively 

when checked. 
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Figure 5: Checking for missing values 

 

On discovery of these missing values, the next process was to handle them. Studies 

on handling missing data illustrate several methods to use in tackling the problem 

ranging from dropping the rows or columns containing the missing values, imputing 

the missing values using mean, median or mode strategies to interpolation. 

However, before any values should be altered, the researcher needs to analyse the 

dataset or check the documentation to gain an understanding on why the data is 

missing (Dancuk, 2021).  

The breast cancer dataset’s documentation does not contain any information on why 

the data is missing but despite this, it should be noted that the node caps and breast 

quadrant variables comprise of crucial information that will be needed for analysis 

as the node caps indicates whether the lymph node is present in the breast cap or 

not and with more aggressive breast cancer cases, the lymph node could be replaced 

by the tumour and penetrate the capsule (Alva, 2018). The breast quadrant are the 

portion of the breasts when split into four. With this information taken into 

consideration, it was concluded that the null values should be replaced rather than 

drop their rows or columns.  

The code snippet below indicates that the missing values were replaced with the 

string ‘unknown’. 
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Figure 6: Replacing null values 

 

After handling the missing values, the datatypes of the variables are explored to 

ensure that it is in a format that allows for statistical analysis to commence. 

The code snippet below indicates what the initial datatypes of the variables were, 

and it can be seen that the system recognized all the variables with the exception 

of the deg-malig variable as categorical data by assigning an object datatype to 

them. It is understood that the variables age, tumor-size and inv-nodes comprise of 

quantitative data however the use of the hyphen(-) to indicate the number range 

prevents the system from recognizing the values as statistical data therefore it needs 

to be converted to an appropriate machine learning format.  

 

Figure 7: Initial datatypes 
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To commence the conversion of the string datatypes to numerical data, the class, 

node-caps and irradiat variables were binarized using the label encoding process. 

This process was best suited to these variables because they comprise of categorical 

data.  

The code snippet below displays the label encoding process, and the result indicates 

that the string values in the rows of variables; class, node-caps and irradiat have 

been converted to binary values of 0 and 1 for their respective unique values.  

 

Figure 8: Label encoding class, node-caps and irradiat variables 

 

The breast variable was converted from string to numerical data type using an 

ordinal encoding process. The code snippet below indicates that the left breast was 

assigned a value of 1 while the right breast was assigned a value of 2 and the new 

numerical values replaced the string values in the breast variable. 

 

Figure 9: Encoding the breast variable 
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The menopause variable was converted from string to numerical data type using an 

ordinal encoding process to indicate if the patient is pre or post-menopausal.  

The code snippet below indicates that a dictionary containing the string value was 

created and assigned specific numerical values. The premeno was assigned a value 

of 1, ge40 was assigned a value of 2 and lt40 was assigned a value of 3 and these 

values were appended into the menopause variable. 

 

Figure 10: Encoding the menopause variable 

 

The inv-nodes variable was converted from string to numerical data type using a 

dictionary to manually store the median of the range of numbers. These median 

values were then called to replace the string values in the inv-nodes variable. 

The code snippet below indicates that the numerical values are now appended into 

the inv-nodes variable. 

 

Figure 11: Encoding the inv-nodes variable 

 

The age variable was converted from string to numerical data type using a dictionary 

to manually store the average of the range of numbers. These average values were 

then called to replace the string values in the age variable. 
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The code snippet below indicates that the specified numerical values are now 

appended into the age variable. 

 

Figure 12: Encoding the age variable 

 

The tumor-size variable was converted from string to numerical data type using a 

dictionary to manually store the average of the range of numbers. These average 

values were then called to replace the string values in the tumor-size variable. 

The code snippet below indicates that the numerical values specified are now 

appended into the tumor-size variable. 

 

Figure 13: Encoding the tumor-size variable 

 

After performing the data conversion through encoding, the datatypes were 

examined again to ensure that they are all of the expected numerical datatype. 

The code snippet below indicates that the conversion process was successful as the 

former object datatypes are now integers and floats therefore statistical analysis 

can commence. 



COM726 July 8, 2022 
 

22 
 

 

Figure 14: New datatypes after encoding 

 

The describe function was used to examine the mean, standard deviation, minimum 

and maximum value, and the first, second and third quartile represented as 25%, 

50% and 75% respectively to aid in understanding the statistics of the data.  The min, 

25%, 50% and 75% are 0 in class, node-caps and irradiat because the binary values in 

these variables are labels rather than values that can be equated. 

It can also be deduced that the average age of patients in this data is 54 and the 

minimum age of patients is 24 while the maximum age is 74.  

 

Figure 15: Statistical analysis 
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4.3. Exploratory data analysis 

Exploratory data analysis is a visual representation of the data, conducted to draw 

insights. 

The diagrams below are histograms showing the distribution of the variables in 

relation to the target variable class features, recurrence events and no-recurrence 

events.  

 

Figure 16: Histogram indicating no-recurrence events 

 

Figure 17: Histogram indicating recurrence events 
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A correlation matrix was created to examine the relationship between the variables 

to understand if there are any strong or weak correlations amongst them.  

The diagram below shows that menopause and age have a strong positive 

correlation. This is because menopause is associated with older age in females. 

 

 

Figure 18: Correlation matrix 

 

The code snippet below indicates that the features that are highly correlated should 

be dropped as it is redundant to have multiple features that will have the same 

effect on the model. The threshold for this action was set at 50%. 
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Figure 19: Drop highly correlated features 

 

4.4. Data modelling 

Data modelling is a vital and critical aspect in development as this is where the data 

is trained and tested to be able to produce accurate predictions.  

As stated earlier in the report, a thorough understanding of the data enlightens the 

researchers on what machine learning models to adopt. In this case the research 

problem is a classification problem therefore classification models are required. Five 

different classification models were used to compare prediction accuracy. The 

models used were KNeighbors classifier, decision tree classifier, naïve bayes 

classifier, random forest and support vector classifier and they are discussed briefly 

in this section along with justification on their selection. 

The first step taken to model the data is to import the train_test_split library from 

sklearn. The train and test data is then split and to do that X and y variable names 

are called to store the independent variable and the target variable respectively. 

The data is split into X_train, X_test, y_train, y_test and a random state is set to 

iterate through the data. The train data is split 70% while the test data is split to 

30% 

 

 

Figure 20: Splitting the data for modelling 
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Data scaling was carried out to ensure the data is stabilized thus improving its 

performance. 

 

Figure 21: Data scaling 

 

4.4.1. KNeighbors classifier 

This is a classifier that implements the k-nearest neighbors vote. It has been 

expressed in articles (Kumar, 2020) that this classifier works best when the dataset 

is small, appropriately labelled and noise-free. The pre-processed breast cancer 

dataset for this project fits these criterion perfectly. 

This classifier takes on the following parameters; n-neighbors which signifies the 

number of neighbors to use with the default value being 5, however a value of 3 was 

set instead, weights is a function used for prediction with the default being uniform, 

metric is a function used for calculating distance and the default is minkowski, it 

works together with the power parameter ‘p’ to specify the type of distance i.e if 

its is standard Euclidean, minkowski or Manhattan distance for this modelling the 

standard Euclidean distance was used where p = 2. 

The code snippet below indicates that the model generated an accuracy level result 

of 66% on the test data. 
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Figure 22: KNeighbors model 

 

4.4.2. Decision tree classifier 

Decision trees is a supervised learning method that can be implemented in both 

classification and regression problems. A decision tree classifier is able to perform 

classification in both binary and multiclass data and it is easy to interpret.  

The classifier takes on the following parameters; max_depth where the default is 

none but in the code snippet, the maximum depth of the tree is set at 4, 

min_samples_split which is the minimum amount of samples to split the internal 

node of the tree and the default is 2. Max_leaf_nodes is a parameter to set the 

best nodes with minimal impurity, in the code snippet, this parameter was set at 

19. Criterion is the parameter used to weigh split quality and the default entry is 

gini. 

The code snippet below indicates that the model generated an accuracy level result 

of 69% on the test data after the parameters were set. 
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Figure 23: Decision tree classifier model 

 

4.4.3. Naïve bayes classifier 

The naïve bayes classifier are of various types; multinomial naïve bayes which 

deals with categorizing documents, Bernoulli naïve bayes where Boolean variables 

are utilized for predictions and gaussian naïve bayes where the variables are 

continuous values. In this case a gaussian naïve bayes classifier was selected. Naïve 

bayes algorithms work best when the predictor is independent. The class variable 

in the data is the independent variable. 

The code snippet below shows that the gaussian naïve bayes classifier used does 

not take on any parameters and the model generated an accuracy level result of 

70% on the test data after the parameters were set. 
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Figure 24: Naïve bayes model 

 

4.4.4. Random forest classifier 

Random forest is an estimator that fits an amount of decision tree classifiers on 

sub-samples of the data. This model utilizes an average method to handle over-fit 

and improve prediction accuracy hence why it was selected for this dataset.  

The classifier takes on the following parameters: criterion which is used to weigh 

split quality and the default entry is gini but in the implementation entropy was 

used instead. Max_depth was set at 2 and the min_samples_leaf, 

min_sample_split, n_estimators and max_features were set to the random forest 

classifier in-built default values. 

The code snippet below shows that the random forest classifier model generated 

an accuracy level result of 74% on the test data after the parameters were set. 
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Figure 25: Random forest model 

 

4.4.5. Support vector machines 

Support vector machines are used for classification, regression, and detection of 

outliers. This model allows the specification of kernel functions therefore it is 

flexible. The kernel was specified during modelling as linear, and this will adopt 

the one-versus-one approach where each built classifier trains data from two 

classes and a random state was set at 0.   

The code snippet below indicates that the support vector machines classifier 

model generated an accuracy level result of 70% on the test data after the 

parameters were set. 
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Figure 26: Support vector machine model 
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5. Discussion 

This section discusses the findings acquired from the implementation of the models. 

It should be noted that the accuracy score defined by each of the models in the 

implementation section is rounded up to the nearest number therefore there are no 

inconsistencies between the score generated from the code snippets in the model 

implementation and the tabular result below. 

Table 2: Model evaluation 

Models Accuracy score 

KNeighbors classifier 66.27% 

Decision tree classifier 68.60% 

Naïve bayes classifier 69.76% 

Random forest classifier 74.41% 

Support vector classifier 69.76% 

 

After carrying out the model accuracy tests, it can be seen that the random forest 

classifier bears the highest accuracy score at 74% compared to the other 

classification models used. It is understood that this score is fairly low, for this model 

to be implemented in a health care field and there are several limitations that were 

identified in the process of carrying out the implementation specifically from the 

selected dataset which when tackled, will help improve the model accuracy. 

Firstly, the variables for age, size of the tumour and number of lymph nodes were 

provided in ranges and as such they needed to be manually modified to numeric 

formats of integers and floats. This modification gives rise to bias and inaccuracies 

in the data and although the quality of the data was good enough for the machine 

to process, the model loses valuable insights that could have been acquired from 

the variables. 

The dataset also lacks several risk factors associated with breast cancer recurrence 

such as, family history, hormone receptor status, HER2 status etc. Inclusion of these 

variables would aid in improving the prediction accuracy score. Addition of these 

variables and other risk factors will also aid in the development of a reliable 

application system with input fields for patients to be able to select their symptoms 

and receive a referral for treatment where necessary as originally proposed as one 

of the objectives of this project.  
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6. Conclusion and Further Work 

This project sought to develop a smart health system to facilitate the precise 

prediction of breast cancer recurrence in symptomatic and asymptomatic patients 

and curtail the chances of patient’s relapse. However, there were certain roadblocks 

that hindered this overall development of the system thus leading to the 

development of only the back end  of the system. 

Beginning from the choice of dataset, the size of the data was small therefore it is 

not a reliable representative of the probability of breast cancer recurring. It also 

lacked the variables and information required to build a system that is sustainable, 

reliable and fulfil user’s needs. The risk factors of breast cancer which is a crucial 

factor was absent from the dataset therefore it would have been ineffective in 

predicting the possibilities of breast cancer recurrence. 

Being that this is also a system intended for the clinical domain, a high level of 

accuracy in model prediction is required to mitigate any associated risks as humans 

are involved. Unfortunately, the selected models could not achieve the expected 

threshold due to the insufficiencies in the dataset.  

The UCI machine learning repository have another breast cancer data with more 

data instances with variables about the cancer cell nuclei. These variables contained 

in this data can be used to predict breast cancer. However, it can not be used to 

predict its recurrence neither can an application be made using it.  

With these factors put into consideration, the recommendations for future research 

studies will be for clinicians to populate a breast cancer dataset with extensive 

variable factors that could influence the chances of breast cancer recurring, 

following ethical guidelines. This would enable researchers and developers to build 

a software that will accurately predict this disease and even extend the same 

process in dealing with other high risks diseases and mitigating its effects.  
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8. Appendices 

Model evaluation 

 

Handling missing data for breast quadrant 
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Simple imputer function attempt 

 

 

Bar plots indicating the age of patients with no recurrence or recurrence cases. 
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This was an attempt to conduct feature importance using the random forest 

classifier to determine what features are most relevant to the target variable the 

outcome of this code showed that the deg-malig variable was of significant 

prominence to the target variable class while menopause, breast and irradiat where 

of low significance to the target variable. 
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Classification report for svc model 
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