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Abstract 
Heart failure is one of the leading causes of death worldwide. Human survival, 
one of the functions the heart regulates, demands that the heart be safeguarded 
and aware of its danger. Therefore, the well-being of the heart determines 
whether humans will survive.  A predictor tool is needed to address the issue of 
cardiovascular disease-related death events to reduce or prevent mortality and 
increase longevity. Data analytic techniques can be employed to identify patterns 
and relationships in patients' health records that are not currently recognised by 
clinical specialists. The predictive capabilities of Artificial Intelligence make it 
easy to accurately project future occurrences and results based on known 
records. 
The aim of this study is to use machine learning to predict heart failure patient 
survival and to create a system that can predict heart failure patient survival 
using significant features The "Heart Failure Clinical Records dataset," which 
includes data on 299 hospitalised patients, is used in this study to analyse heart 
failure survivors. Using the Random Forest algorithm to determine the importance 
of features, analysis of this data demonstrated that the most important features 
were Age, Ejection fraction, Serum creatinine, Serum sodium, and follow-up 
time. The ensemble learning approach was utilised to maximise the benefit of 
multiple model predictions. K-nearest Neighbor (KNN), Support Vector Machine 
(SVM), Logistic Regression (LR), and Decision Tree Classifier are the base models 
used (DTC). The five most crucial features in the dataset were used to train the 
models. A hard voting ensemble approach was used, and the evaluation resulted 
in an accuracy score of 88%. Whereas the recall and f1 score for the deceased 
(Not alive) is lower than anticipated  (62 and 74), this could be attributed to the 
relatively small number of instances in this category, but overall, the model's 
prediction is within the acceptable range. Simple software that predicts patient 
survival based on user input was created using the pre-trained voting classifier 
model. 
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CHAPTER ONE 
 

1.1 Introduction And Background 

 
Circulation of blood throughout the human body is carried out by an organ, 

located in the front of the chest, slightly behind the left breastbone known as 

the “heart”. This act makes this organ essential to human existence (Rahayu et 

al. 2020). One of the functions that the heart controls, human survival, 

necessitates that the heart be protected and aware of its damage. The heart uses 

the blood as a carrier to transport vital nutrients and fluid to other parts of the 

body. If it is unable to perform its function, the brain and other bodily organs 

stop working, and the person will die within a few minutes. Any condition that 

prevents the heart from functioning properly is known as cardiovascular disease. 

 

It may be challenging to diagnose cardiovascular disease due to several 

contributing factors, such as hypertension, high cholesterol, diabetes, an 

irregular heartbeat, and numerous other conditions (CVD). The way symptoms of 

CVD present themselves can occasionally vary by gender. Male patients, for 

illustration, are more likely to experience chest pain, whereas female patients 

may also experience nausea, severe exhaustion, and shortness of breath. 

Numerous techniques have been developed by researchers to predict heart 

disease but doing so early on is not very effective for a number of reasons, 

including but not restricted to method accuracy, complexity, and execution time. 

Because of this, many lives can be saved with an accurate diagnosis, 

management, and treatment  (Ishaq et al. 2021). 

 

According to the WHO, the leading cause of death worldwide is cardiovascular 

disease (CVD It kills an estimated 17.9 million people each year (WHO 2021). It is 

also referred to as heart disease. At least 26 million people are affected by this 

escalating global pandemic  (Savarese and Lund 2017). Various illnesses that 

affect the blood vessels and heart muscles collectively are referred to as heart 

disease (arteries and veins that transport blood to the heart, brain, and other 
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organs). Heart diseases increase healthcare spending while also reducing an 

individual's productivity (Rindhe et al. 2021). These severe conditions include 

aneurysms of the aorta, heart attacks, coronary heart disease, heart failure, 

ischemic heart disease, stroke, congenital heart disease, endocarditis, 

hypertension, peripheral artery disease, and rheumatic heart disease (WHO 

2021). 

 

Heart failure is one instance of a cardiovascular disease that possesses a high 

morbidity and mortality rate. It is a clinical syndrome brought on by structural 

and functional myocardial abnormalities that impair ventricular filling or blood 

ejection. The status of any heart disease in which, despite adequate ventricular 

filling, cardiac output is reduced, or the heart is incapable of pump blood quickly 

enough to meet the body's needs while maintaining normal function parameters 

(Chicco and Jurman 2020). 

Medically, people who have heart failure have a syndrome that includes the 

typical signs and symptoms (such as pulmonary crackles, displaced apex beats, 

and elevated jugular venous pressure) brought on by a heart condition that is 

abnormal in both structure and function  (Authors/Task Force Members et al. 

2012). Shortness of breath at rest or during exertion are the main symptoms, 

along with fatigue and indications of fluid retention, such as swollen ankles. 

Altered heart structure or function could also exist. Heart failure can be 

challenging to diagnose, especially in the early stages. Many heart failure 

symptoms lack specificity and are therefore ineffective in distinguishing between 

heart failure and other health issues, even though symptoms cause patients to 

seek medical attention  (King, Kingery and Casey 2012). The term "heart failure" 

describes a failing heart, which can result in insufficient oxygen delivery to all 

body organs. Oxygen is required by living cells because it is crucial to their 

metabolism. Multicellular organisms that are large, complex, and active require 

more energy for their metabolism than can be supplied by simple molecular 

diffusion of gases and nutrients in tissues  (Carreau et al. 2011). Giving tissues 

and cells the right amount of oxygen is therefore essential. 

According to data, heart failure is a major and expanding global public health 

concern. Heart failure will occur more frequently despite the incidence being 
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predicted to stay stable due to the ageing population and advancements in 

treatment  (Savarese and Lund 2017). Heart failure Syndrome was first recognised 

as an impending epidemic about three decades ago. The annual mortality rate 

from heart failure ranges from 5% to 75%  (Levy et al. 2006). Due to population 

growth and ageing, the overall number of heart failure patients is still rising in 

the modern world. However, it appears that the case mix for heart failure is 

altering. Alarmingly, the opposite trends have been seen in the relatively young, 

possibly due to an increase in obesity, while the incidence has decreased or even 

stabilised in some groups (Groenewegen et al. 2020). 

However, other potential causes of HF include dysfunction of the pericardium, 

myocardium, endocardium, heart valves, or great vessels alone or in 

combination. Reduced left ventricular myocardial function is the most common 

cause of HF (Inamdar and Inamdar 2016). Other conditions like HIV, alcoholism or 

cocaine abuse, thyroid issues, an abundance of vitamin E in the body, radiation 

or chemotherapy are among the other causes of heart failure, in addition to 

coronary artery disease, excessive salt consumption, water retention, diabetes, 

obesity, inactivity, high blood pressure, and others (Ahmad et al. 2017). Some of 

the major pathogenic mechanisms causing HF include increased hemodynamic 

overload, ischemia-related dysfunction, ventricular remodelling, excessive 

neuro-humoral stimulation, abnormal myocyte calcium cycling, excessive or 

insufficient extracellular matrix multiplication, exacerbated apoptosis, and 

genetic mutations (Inamdar and Inamdar 2016). Heart failure can occur suddenly 

due to a variety of conditions, including postpartum cardiomyopathy, 

myocarditis, tachycardia, bradycardia, septic shock, heart blockage, anaemia, 

and sleep apnoea, among others. To determine whether heart failure can be 

reversed, alternative causes should be identified, treated, and monitored as soon 

as possible  (King, Kingery and Casey 2012). 

Heart failure (HF) is a significant contributor to low life expectancy, a leading 

cause of premature death, and a high incidence of hospitalisation (Gilbert et al. 

2006). In almost all areas of human activity, including the healthcare sector, 

machine learning has recently gained significant traction, according to well-

known studies  (Oladimeji and Oladimeji 2020). Machine learning, a subset of 
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artificial intelligence, enables computers to study history and make predictions. 

The factors that might predict survival can be defined using machine learning to 

better manage these individuals. To implement proper management of heart 

failure patients, lower mortality, or increase patient survival, the most important 

clinical traits (or risk factors) that may cause heart failure must be identified 

beforehand. 

Heart failure can be categorised based on the location of the deficit, when it first 

appeared and the heart's functional state. Biventricular, left ventricular or right 

ventricular deficits can all occur depending on where the deficit is located. Acute 

and chronic conditions can be distinguished based on when they first manifest. 

Clinically, heart failure with preserved ejection fraction (HFpEF) and heart failure 

with reduced ejection fraction (HFrEF) are the two main categories of HF based 

on the functional status of the heart (Pearse and Cowie 2014). In older adults and 

females, HFpEF is prevalent. 

Four functional classes of HF are identified by the New York Heart Association 

(NYHA) functional classification as follows:  

Class I: Physical activity limitations and common physical activity are unaffected 

by HF. 

Class II: HF causes mild restrictions on physical activity; patients are comfortable 

when at rest, but routine exercise triggers HF symptoms. 

Class III: Patients are comfortable at rest, but HF symptoms are triggered by less-

than-normal activity. HF severely restricts physical activity. 

Class IV: Patients with HF are unable to engage in any physical activity without 

experiencing HF symptoms, or they experience symptoms even when they are at 

rest. (Inamdar and Inamdar 2016). 

Data mining techniques have been successfully applied in several prominent 

fields, including marketing and e-commerce. It is acknowledged in the health 

sector as well (Canlas 2009). Despite disparities and conflicts in approaches, the 

need for data mining in the health sector has increased. Data mining is the 
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process of examining data to uncover hidden details that can be used to make 

critical decisions for the future. It is very challenging, if not impossible, for 

humans to sort through the enormous volume of data stored in medical databases 

and find knowledge  (Cheng, Wei and Tseng 2006). As a result, machine learning 

algorithms must be used to help medical professionals analyse data for better 

health policy, disease outbreak detection, and avoidable hospital deaths. 

 

1.2 Statement of Problem 

Investigating the factors that contribute to death in people suffering from heart 

failure. In the absence of a system that can detect the risk factors that influence 

patients' survival or a survival predictor that can serve as guidance for physicians 

and patients, the death rate will continue to rise. 

1.3 Research Questions 

This research looked for answers to the following specific questions considering 

the goal.  

1. What current health conditions (variables) exist in heart failure patients that 

may indicate a high risk of death? 

2. What are the factors/variables that ensure the survival of patients with heart 

failure? 

1.4 Research Aim 

The aim of this study is to use machine learning to predict the survival of heart 

failure patients and to develop a system that can predict the survival of heart 

failure patients based on pre-existing patient conditions.  

1.5 Objectives 

• Acquisition of relevant medical data.  

• Conduct an exploratory analysis of the data.  
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• To conduct a feature correlation analysis.  

• To determine which characteristics are most important in predicting a patient's 

survival with heart failure.  

• Conduct a cluster analysis to identify categories and patterns.  

• To develop a simple-to-use, publicly available medical data-based model for 

predicting the survival of heart failure patients.  

• Performance testing of the model.  

• Determine the best software platform for developing a web application. 

1.6 Significance of The Study 

Even though heart failure is among the leading causes of death, each patient's 

prognosis is different. To prevent death, it is crucial to pinpoint the most 

important characteristics. Most cardiovascular patient deaths happen when the 

illness is discovered later, which can result in heart failure. Therefore, early 

diagnosis will reduce mortality or improve patient survival. Both the management 

of known heart disease patients and the prevention of heart failure can be 

accomplished by a well-equipped clinician who can predict a patient's survival. 

Survival prediction entails the prevention of all diseases that can lead to heart 

failure. Heart disease-related medical procedures are well known to be pricy and 

time- and resource-intensive. Heart failure patients should be managed properly 

to conserve resources, time, and money. 

1.7 Proposed Artefact 

The suggested artefact is a web-based application that employs a trained 

classification model to predict the survival of patients with heart failure based 

on relevant variables. 

1.8 Value Propositions 

The availability of a system that predicts the survival of heart failure patients 

based on key characteristics will facilitate: 
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1. Helpful in assisting clinicians in predicting patient survival through the 

analysis of relevant features.  

2. A decline in hospitalisation rates will result in less time, money, and wasted 

resources on healthcare.  

3. Being able to predict a patient's likelihood of survival based on their overall 

risk profile will make it simpler to decide which patients require more 

intensive monitoring and treatment. 

4. To choose the appropriate populations to test prospective new treatments 

on to gauge their impact on survival.  

5. A knowledgeable, well-equipped physician with the ability to predict heart 

failure patients' survival will be better able to prevent mortality by providing 

high-quality medical care. This will result in better services and more 

advanced medical knowledge. Most patients can benefit from effective 

treatment that raises their chances of survival and quality of life, even 

though there is no known cure for heart failure. 

6. A decline in heart failure-related deaths globally. 

 

1.9 Research Project Specifications 

 

This describes the functionality of the system, the programming language , tools 

and libraries utilized during this project. The next section describes the 

specifications. 

 

 

1.9.1 Software Functionality 

 
The table below describes the functional and non-functional features of the 
application. 
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Table 1: System Prerequisite 

Functional • Predicts the survival of heart failure patients using 
machine learning. 

• Clients should be able to input values for pre-existing 
conditions and predicts survival based on the inputs. 

• Display a survival prediction based on the inputs.  

 

Non-
functional 

• Intuitive software 

• Easy to use GUI 

 

 

1.9.2 Tools and Technologies 

 

The following resources were used to execute the project: 

1) Pycharm: This is an Integrated Development Environment (IDE) with a 

wide range of features for writing, compiling, debugging, and monitoring 

resources. It also allows visualization and code mapping functions (Hu, 

Ma and Zhao 2018). 

2) UCI machine learning repository: A repository to obtain a secondary 

dataset with the right variables that can provide the answers to the 

researched questions. 

3) Python: A well-designed programming language that can be applied to 

real-world projects. Python is a simple, open source, powerful, portable 

language that supports a variety of other technologies (Srinath 2017) 

4) Tableau: It is a visualisation tool that was used to implement clustering 

analysis to identify hidden patterns in the dataset and compare them to 

the expected classes. 

5) Excel: This is a visualization tool that was utilized to achieve binary 

distribution of variables and bivariate analysis (Lilly and Miller 2021). 

6) Python data loading and manipulation packages, such as: 

i. NumPy:  A  library that is used to process high-level mathematical 

functions and multidimensional arrays (Bressert 2012). 
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ii. Pandas: A package for efficient and intuitive structured data 

handling and processing. 

iii. Matplotlib: To portray data in a visual format, such as graphs and 

plots, to gain understanding or effectively convey information. 

iv. Seaborn: To produce detailed statistical graphs like violin diagrams 

and heatmap. 

v. Scikit-Learn: Through a Python interface, it was used to create a 

powerful machine learning and statistical modelling tools for tasks 

like classification, regression, dimensionality reduction, predictive 

analytics, and a wide range of other uses. Python's Scikit-learn 

package incorporates a variety of cutting-edge machine learning 

techniques for both supervised and unsupervised problems. 

(Pedregosa et al. 2011). 

vi. Joblib: It was used to save the trained model. 

vii. Streamlit: This is a web application framework for creating and 

developing Python-based web applications that generate results and 

provide interactive experiences. Streamlit is also extremely quick 

and flexible to implement and deploy (Mitheran, Narayanan and 

Singaravelu 2022). 

viii. Python Imaging Library: An image was read and included in the web 

application using the open-source Python Imaging Library 

(expansion of PIL), which is a language for image processing 

(Lindblad and Kinser 2013). 

 

 

1.10 Project Plan and timetable 

The Gantt chart that follows shows the timetable for the entire research and 

implementation process. 
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Table 2: Gantt chart for research implementation 

Tasks 16th of June – 7th of July 8th of July – 9th of September  

Wk1 Wk2 Wk3 Wk4 Wk5 Wk6 Wk7 Wk8 Wk9 Wk10 Wk11 Wk12 Wk13 

Background 
studies 

             

Formulate 
research 
questions 
and write 
pilot study 

            

Pilot Study 
submission 

    8th  

July 
         

Formulate 
Research 
Strategy, 
design and 
select 
methods. 

              

Literature 
Review 

             

Data 
Collection 

               

Data Pre-
processing 

               

Data 
Understand
ing and 
Visualizatio
n 

              

Model 
training and 
Evaluation 

             

Software 
Developme
nt 

              

Methodolog
y 

              

Results 
Analysis 

              

Discussion               

Write first 
draft 

              

Write 
second 
draft 

               

Write 
Second 
draft 

              

Write Final 
draft 

              

Dissertation 
Due 

             9th 
Sept 
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1.11 Chapter Summary and Conclusion 

This chapter described the scope of the ongoing research. The domain (medical) 

in which it’s being carried out and the focused group  (heart failure patients). 

Additionally, the rationale for conducting this research is on the survival of 

patients with heart failure. These have all been briefly discussed, hence the 

remaining chapters of this thesis will run in the order listed below. 

1.12 Thesis Outline 

The structure of this thesis is as follows: 

Chapter 2  provides a concise overview of previous works and lays the groundwork 

for the research. The goal of this chapter is to understand the current state of 

the research (and to show that knowledge). Also, the various methods that have 

been established on this topic are also discussed in this chapter. 

Chapter 3 focuses on the research methodology, as well as the conceptual 

framework and theoretical underpinnings of the current study. Also discussed are 

the methods and approaches employed in this study. 

Chapter 4 centres on the outcomes of the methods and the techniques adopted 

in chapter three.  

Chapter 5 provides detailed findings deduced from the analysis through 

discussion. 

Finally, Chapter 6 will concentrate on the study's findings. This will cover the 

overall conclusions, the benefits that follow, potential study extensions, the 

study's limitations, and future research recommendations. 
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CHAPTER TWO 
 
 

2.1 Literature Review 

 
It has frequently been reported that the mortality rate for heart failure patients 

who are discharged from the hospital is high. Numerous studies have investigated 

the factors that may lead to early death or hospital readmission in these patients. 

This study is not the first of its kind; other researchers have conducted studies 

that are comparable to this one. Using logistic regression, Bouvy et al. assessed 

the information from surveys on quality of life, drug use, physical examination 

(such as blood pressure), and history that independently contributed to mortality 

prediction. It was found that a patient's medical history and physical examination 

could predict an event that would result in death within 18 months  (Bouvy et al. 

2003). 

In 2017, Ahmad et al. released a dataset of patient medical records from the 

Institute of Cardiology and Allied hospital in Faisalabad, Pakistan, that had been 

previously gathered. Age, ejection fraction, serum creatinine, sodium, anaemia, 

platelets, creatinine phosphokinase, blood pressure, gender, diabetes, and 

smoking status were all considered by the authors as they used Cox regression to 

estimate the mortality among heart failure patients. Using a Kaplan Meier plot to 

analyse the overall pattern of survival, it was found that mortality had a high 

impact in the early stages of the study and then steadily increased until its 

conclusion. The main risk factors for increased death events in heart failure 

patients were determined to be advancing age, renal dysfunction, high blood 

pressure, and a lower ejection fraction (Ahmad et al. 2017). It's worth noting that 

they've made the dataset open to the scholarly community. 

For patients at high risk, Melillo et al. suggested an automatic classifier that 

would distinguish them from patients at low risk. With a 93.3 percent sensitivity 

and a 63.5 percent specificity in their study, the classification and regression tree 

(CART) performed better. They only looked at 12 low-risk and 34 high-risk 

patients. To examine the efficacy of their suggested method, a larger dataset is 

required (Melillo et al. 2013). 
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In 2018, Chala Beyene et al. suggested using data mining techniques to predict 

and analyse the occurrence of heart disease. The main goal is to predict the 

occurrence of heart disease to provide an early automatic diagnosis of the disease 

with a quick result. The proposed methodology is crucial in a healthcare 

organisation where specialists lack knowledge and skill. To ascertain whether a 

person has heart disease, various medical factors are taken into consideration, 

including age, gender, blood sugar levels, and heart rate. WEKA software was 

used to compute dataset analyses (Beyene and Kamat 2018). 

Furthermore, in 2019, Zahid et al used gender-based models to observe the risk 

variables connected to each patient's likelihood of dying. It was concluded that 

there were similar patterns of survival in males and females. Hence, gender does 

not correlate to the deadly events of the patients (Zahid et al. 2019). 

A clinical support system (CDSS) for heart failure analysis was examined by Guidi 

et al. They investigated the performance of various machine learning classifiers. 

Random forest and CART outperformed other methods with an accuracy of 87.6% 

(Guidi et al. 2014). 

A system was suggested by Shah et al. to study various heart conditions as well 

as the main causes of fatalities. These included Decision Tree (DT), Naive Bayes 

(NB), RF, and KNN, among other supervised machine learning algorithms. Because 

their research goal is to create an accurate and effective system with fewer 

attributes, only 14 out of the 76 attributes were used. KNN excelled among four 

supervised machine learning classifiers. To enhance the classification outcomes, 

ensemble approaches could be used (Shah, Patel and Bharti 2020). 

In 2020, Researchers used only two features, serum creatinine and ejection 

fraction, across ten machine learning techniques to predict patients with heart 

failure survival. Random Forest performed better, reaching a maximum accuracy 

of 74%. (Chicco and Jurman 2020). They also suggested additional machine 

learning-based research on different cardiovascular disease datasets containing 

more variables. 
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In a different study, Sri Rahayu et al. estimated the survival of heart failure 

patients using SMOTE (Synthetic Minority Over-Sampling Technique), data mining 

methods, and multiple classification algorithms (Chicco & Jurman, 2020). This 

was done to determine which algorithm would be the most effective to use in the 

dataset. It was determined that the Random Forest algorithm outperformed other 

algorithms with a maximum accuracy of 85.82 percent when pre-treatment 

resampling techniques were used (Rahayu et al. 2020). It was suggested that 

additional research be conducted by later researchers who will implement the 

pattern that is formed and develop software to predict the survival of patients 

with heart failure.  

Stephan examined 268 ambulatory heart failure patients who were prospectively 

enrolled as part of the Studies Investigating Co-morbidities Aggravating Heart 

Failure (age 67.1 ±10.9 years, New York Heart Association class 2.3 ±0.6, left 

ventricular ejection fraction 39.3%, and 21% female) in a different study. In 47 

people, muscle wasting was found to be a standalone predictor of mortality. (17.5 

per cent) with ambulatory heart failure (von Haehling et al. 2020). 

Another study, published in 2021, used SMOTE and effective data mining 

approaches to identify variables that could improve the accuracy of 

cardiovascular patient survival prediction. This was accomplished using a dataset 

of 299 heart failure survivors. Among the nine classification models used to 

predict survival were the Adaptive Boosting classifier (AdaBoost), Logistic 

Regression (LR), Stochastic Gradient classifier (SGD), Random Forest (RF), 

Gradient Boosting classifier (GBM), Extra Tree Classifier (ETC), Gaussian Naive 

Bayes classifier (G-NB), and Support Vector Machine (SVM). The experimental 

results show that ETC outperforms other models in predicting cardiac patient 

survival, with a 0.92 accuracy value when combined with SMOTE (Ishaq et al. 

2021). Additionally, They also suggested employing multiple combinations of 

machine learning models in future studies to benefit from their synergistic effects 

and to improve feature selection methods to boost the effectiveness of machine 

learning models. 



 15 

2.2 Research gap 

The review of the literature revealed that numerous factors have been studied 

by researchers on various datasets, and various approaches have been taken into 

consideration for predicting the occurrence of death events in heart failure 

patients using machine learning. Some of the gaps in this area have been 

highlighted by a thorough analysis of the literature that is currently available on 

the prediction of survival in heart failure patients. Due to this, two gaps have 

been found that this research seeks to fill. Firstly, most of the existing studies 

have only concentrated on creating a model to forecast the survival of patients 

with heart failure.  However, there has not been any software building for this 

study. Hence, this study will endeavour to address this gap by creating software 

for prediction. Secondly, of all the existing literature on survival prediction of 

heart failure patients, none of these studies has implemented the patterns 

formed in the dataset. Hence, this study will examine data to identify and put 

formed patterns into practice. Additionally, the suggested framework will not 

only create software but also conduct research using a variety of machine 

learning models and better feature selection methods to enhance model 

performance.  
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CHAPTER 3 
 
 

3.0 Research Methodology 
 

3.1 Introduction 

This chapter provides a brief overview of the research methodology that would 

be used to carry out the project goals and objectives. In addition to what makes 

up a research approach, the various categories, the methodological philosophies 

that underpin the current study, and the justification for choosing the chosen 

approach are discussed. 

3.2 Methodology 

This relates to the research methodology that was employed. It is also referred 

to as the research's plan or strategy  (Creswell 2014). On the other hand, research 

methods are simply all the methods used during a research project; as such, they 

can be regarded as a subset of research methodology. More comprehensive than 

research methods, the research methodology entails identifying, selecting and 

utilization of the most effective approach to address a research issue (s). The 

purpose of conducting a research project, a statement of the problem, identifying 

research questions, the method of hypothesis formulation, appropriate collection 

of the most suitable data, the method of data analysis, and then coming to 

conclusions that may be either generalisation for other theoretical formulations 

or solutions to the current problem and why it's been chosen are all considered 

to be components of research methodology (Kothari 2004). There are three 

holistic methods of research methodologies which include the quantitative 

approach, qualitative approach, and mixed methods of approach. These 

approaches are frequently used in carrying out research projects (Opoku, Ahmed 

and Akotia 2016). Quantitative approaches generate numerical data while 

qualitative approaches produce textual data and mixed approaches encompass 

both numerical and textual data. To gain a thorough understanding of the topic 

at hand, this project will employ hybrid research methods (Qualitative and 

Quantitative approaches). This methodology will include the gathering of 
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pertinent medical data, qualitative data assessment, exploratory data analysis, 

data visualisation, training of a predictive model, model evaluation, and software 

development. 

3.3 Dataset Description 

A dataset will undoubtedly serve as the research's main resource. Data will be 

gathered utilising a mixed method approach for improved comprehension. To help 

researchers better understand their research problem, a mixed-methods 

approach can combine the advantages of both quantitative and qualitative 

research (and the resulting data)(Creswell 2014).  To predict the survival of heart 

failure patients, there is a need to collect a dataset. From the UC Irvine Machine 

Learning (UCI) repository website, a secondary dataset titled "Heart Failure 

Clinical Records" was retrieved as an excel file for use in this project. The dataset 

is made up of the medical records of 299 heart patients who were retrieved during 

the follow-up period collected at the Institute of Cardiology and Allied Hospital 

in Faisalabad Pakistan. Each patient profile contains 13 clinical features, 

including age, anaemia, diabetes, ejection fraction, high blood pressure, 

platelets, serum creatinine, serum sodium, sex, platelet count, smoking and 

time. The dataset is a numeric one that was released to the public in 2020. Out 

of 299 records, 194 are men and 105 are women. There are 203 non-smokers and 

96 smokers. 125 people have diabetes, compared to 174 who do not. There are 

105 known hypertensive patients and 194 non-hypertensive patients. All the 

patients are over the age of 40. In the death-event class, 0 denotes being alive 

and 1 denotes being dead. The ejection fraction ranges from 14 to 80%. According 

to the American Heart Association, a borderline ejection fraction is between 41 

and 50 percent, while a normal one ranges from 50 to 75 percent (Fletcher et al. 

1990). Therefore, there are abnormal ejection fractions. Creatinine phosphate 

ranges between 23 and 7861mcg/L. Platelets count is between 25000 and 

850,000. Serum creatinine ranges between 0.5 and 9.4. Serum sodium is 

between113 and 148(mEq/L).  Table 3  provides a comprehensive description of 

the dataset. 
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Independent variables: Age, anaemia, diabetes, ejection fraction, high blood 

pressure, platelets, serum creatinine, serum sodium, sex, platelet count, smoking 

and time 

Dependent variable: Death_event 

Table 3: Dataset Description 

Index Name Description Data Types  Instances/Range 

1 Age Patients’ ages in years 
 

Numeric 
Ratio 
Int64 

40-95(years) 
 

2 Anaemia Reduction in haemoglobin or red 
blood cells 
 

Categorical 
Nominal 
Int64 

0-not anaemic 
1-anaemic. 

 

3 Creatinine 
phosphate 

Blood CPK enzyme concentration 
(mcg/L) 

Numeric 
Ratio 

23-7861 
 

4 Diabetes Whether or not the patient has 
diabetes. 
(Boolean) 
 

Categorical 
Nominal 
Int64 

0-NO 
1-YES. 
 

5 Ejection 
fraction 

Amount of blood leaving the heart 
during each contraction 
(percentage). 
 

Numeric 
Ratio 
Int64 

14-80. 
 

6 High blood 
pressure 

Whether or not the patient has 
hypertension (Binary). 
 

Categorical 
Nominal 
int64 

0-No 
1-Yes 
 

7 Platelets Blood platelet content 
(Kiloplatelet/mL) 

Numeric 
Interval 
Float 

25000.00-
850000.00 

8 Serum 
creatinine 

Level of serum creatinine in the 
blood (mg/dL) 

Interval 
Float 

0.5-9.4 

9 Serum 
sodium 

Level of serum sodium in the blood 
(mEq/L) 

Numeric 
Interval 
Int64 

113-148 

10 Sex Either a man or a woman (Binary) Categorical 
Nominal 
Int64 

0-Female 
1-Male 

11 Smoking Whether or not the patient smokes 
(Binary). 

Categorical 
Nominal 
Int64 

0-NO 
1-YES 

12 time Period of follow up  (days) Numeric 
Interval 

Int64 

4-285 

13 Death_event If the patient deceased during the 
follow-up period or not (Binary). 

Categorical 
Nominal 
Int64 

0-Alive 
1-Deceased 
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3.4 Data Pre-processing 

Data pre-processing is the art of organising and cleaning data so that it is well-

formed. It is a technique for improving data quality and preparing data for 

analysis (Kamiran and Calders 2012). It is crucial to pre-process real-world data 

before using it because it is unclean, overly complex, and inaccurate. Before 

manipulation, it is important to comprehend the data to ensure that we have the 

correct data and gain insight into it.  

3.5 Exploratory Data Analysis (EDA) 

 
Exploratory data analysis, or EDA for short, is a term coined by John W. Tukey to 

describe the act of looking at data to see what it appears to say (Tukey 1977). It 

employs statistical and graphical methods of analysis to uncover important 

information in a dataset (Martinez, Martinez and Solka 2017). The analysis 

involves univariate, bivariate and multivariate data analysis. 

3.5.1 Univariate Analysis 

Important information regarding a single variable occurring independently to be 

analysed can be provided by descriptive statistics to identify odd values and 

inconsistent data (Park 2015). The central tendency of each variable (continuous 

variable distribution) was measured by its mean, median, and mode. Histograms 

and box plots were created to visualize and understand variable distribution i.e. 

compared to the theoretical standard normal distribution and to display outliers. 

Since a dataset's non-normality can produce invalid and unreliable results, 

checking for normality has been regarded as a crucial statistical step that should 

be performed before conducting other statistical analyses (Das and Imon 2016). 

Other statistical tests of normality were performed like skewness and kurtosis 

which were presented using a numerical approach. Numerical techniques offer 

unbiased ways to assess normality, whereas graphical techniques are simple to 

understand and intuitive (Lo et al. 1995). 

Visualization was carried out in excel software to identify and understand binary 

variables distributions and bivariate analysis. 
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3.5.2 Bivariate Analysis 

Bivariate analysis is the examination of two variables (usually the outcome 

variable and the independent variables) to determine the relationship between 

their values  (Agresti 2010). Excel was used to conduct this analysis. Excel was 

utilised to complete this analysis. For univariate, bivariate, and multivariate 

distribution plotting, Excel is the most widely used and potent general-purpose 

spreadsheet software (Vidmar 2007).  

Qualitative bivariate analysis was carried out between each binary independent 

variable and dependent variable (death-event). By using two categorical variables 

in a qualitative bivariate analysis, it is possible to see how the categories of the 

independent variable influence the values of a particular outcome variable 

(Agresti and Finlay 2009). Additionally, a bivariate analysis incorporating both 

quantitative and qualitative variables was performed (continuous independent 

variables and outcome). In this instance, a preliminary analysis was performed 

using the line graph to compare the mean values of a continuous variable to the 

outcome variable category (Shahabi, Ahmad and Khezri 2013).  

3.5.3 Multivariate Analysis 

Univariate and bivariate methods have historically been employed to analyse the 

data. In univariate analysis, a single variable is statistically tested, whereas, in 

bivariate analysis, two variables are statistically tested. Inherently 

multidimensional problems involving three or more variables necessitate the use 

of multivariate data analysis (Joseph et al. 2010). In this context, multivariate 

analyses such as principal components analysis, cluster analysis, and correlation 

analysis amongst independent features and dependent variable were carried out. 

These were implemented in python. 

3.5.3.1 Correlation Analysis 

Correlation analysis is required because machine learning models can underperform if 

fitted with highly correlated feature data. The strength of a relationship between 

variables is measured or evaluated using correlation analysis. The numerical index known 

as the coefficient (r or p(Rho)) whose values range from -1 to +1 indicates how closely 
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related variables are to one another and how much their variation affects each other 

(Gogtay and Thatte 2017). A correlation matrix and heatmap were used to visualise 

the relationship.  

3.5.3.2 Principal Components Analysis 

When working with fewer variables, relationships between them could appear 

evident, but when working with more variables, it becomes necessary to access 

these relationships more quickly. The variation of some axes in data sets with 

numerous variables may be high, while the variance of others may be low and 

hence can be disregarded. One can start with 20 original variables but end up 

with only three or four meaningful axes. This is known as dimensionality reduction 

of a dataset. Principal Components Analysis, or PCA, is the term for this method 

of rotating data so that each axis shows a decreasing distribution of variance 

(Holland 2008). The basic aim of this PCA is to find and analyse principal 

components in the dataset, remove redundancy and identify the most significant 

features for better analysis and increasing interpretability as well as minimising 

information loss (Maćkiewicz and Ratajczak 1993). The mechanism of action is by 

transforming input data into a space with components rather than features 

(Jolliffe and Cadima 2016). PCA was performed on this dataset to identify the 

number of possible principal components. 

 

3.5.3.3 Clustering Analysis 

Cluster analysis was used to identify meaningful hidden patterns and 

homogeneous groups in the set of variables. However, it is also used to confirm 

or compare with previously reported classes. Cluster analysis is a popular and 

rapidly growing method for analysing multivariate data (Kettenring 2006). It is 

used to identify homogenous groups in a dataset (Scott and Knott 1974). It is an 

unsupervised machine learning method that partitions the dataset into several 

meaningful subgroups (clusters) based on similar attributes. The partitioning is 

done so that intracluster differences are minimal and inter-cluster differences 

are maximized. Examples of clustering algorithms include K-means, K-meloids, 

Density-based spatial clustering of application with noise (DBSCAN), and OPTICS 
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(Abbas 2008). K-means method of clustering was adopted to achieve hidden 

patterns in the dataset. The algorithm works by splitting the data into k-clusters, 

with each cluster's centroid being the mean value of all the data points in it. K-

means uses an iterative process to find cluster centres by minimising the distance 

between each cluster point and the cluster centre.K-means assumes all directions 

are equally important. 

3.6 Feature Ranking/Selection 

Feature Selection is an example of a dimensionality reduction(DR)  technique 

which helps for more accurate categorization, compression, and visualisation of 

high-dimensional data by minimising undesirable features of high-dimensional 

environments (Van der Maaten 2007). It is a process of reducing the number of 

input variables when developing a predictive model. DR helps to reduce the 

overfitting of a model, enable visualization, eliminate feature redundancy, lower 

computational resources, and avoid slow development of model. Data 

visualisation makes it easier to spot and explain any hidden patterns that may be 

present in a dataset. Visualising the features, also makes it easier to gain a better 

understanding of the dataset. Regarding the dependent variable, it is critical to 

evaluate the significance of each feature for decision-making (Rogers and Gunn 

2005). Feature importance describes this analysis, and it helps qualitatively to 

get more information about the dataset. The feature ranking method was applied 

using Random Forest (RF). Random Forest uses multiple decision trees to achieve 

this analysis. However, the topmost important attributes can then be selected to 

reduce dimensionality. 

3.7 Process Diagram 

The following chart describes the proposed framework for the research processes 

(figure 1). 
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Figure 1: Proposed Framework of the Research Process 

 

3.8 Model Development 

Model development is the act of evaluating the capacities, selecting, training, 

and deploying appropriate models to solve the defined problem. This 

development involves identifying a specific problem and associated method of 

success metrics, collecting a suitable dataset to address the problem, selecting 

the most suitable model to address the problem and applying of the model to 
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solve the problem (deployment). The first two steps (problem definition and data 

collection) have been sorted. However, the remaining two steps which are 

selecting the right algorithms and model fitting would be discussed below, along 

with projected success metrics. 

3.8.1 Selecting algorithms  

This is an important consideration that occurs before model fitting. It entails 

selecting the proper machine learning algorithms based on factors including the 

technical nature of the described problem, the appropriate theoretical model for 

the problem, the type of dataset and the algorithm with the best likely 

performance for the problem case dataset. Regression difficulties and 

classification challenges are two categories of supervised learning issues. When 

outputs are continuous, an issue is called a regression problem; when they are 

categorical, a problem is called a classification problem (Sen, Hajra and Ghosh 

2020). Classification algorithms are algorithms that solve a classification 

problem. The necessity for a classification algorithm stems from the nature of 

the described topic, which is a classification problem based on the research's 

focus on "Survival prediction of heart failure patients". The research focus is a 

binary classification problem which involves only two classes. Examples of 

classification algorithms considered in this study are K-nearest neighbour (KNN), 

Support vector machine (SVM), Logistic Regression (LR), and Decision Tree 

Classifier (DTC).  

The K-Nearest Neighbour Classifier (KNN) is perhaps the simplest classifier in the 

toolbox of machine learning techniques. Classification is accomplished by 

locating the closest neighbours to a query sample and utilising those neighbours 

to determine the class of the query (Cunningham and Delany 2021). However, it 

predicts based on the majority. It carries out similarities’ metric known as 

Euclidean distance between trained dataset and test data concerning closest K- 

number of records, where k is the number of neighbours to be considered. It is 

suitable for the focused problem being a classification algorithm. 

Support Vector Machine is a known supervised machine learning algorithm used 

for classification, as well as regression problems. It outperforms other classifiers 
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in terms of accuracy. However, it has a unique feature known as the kernel trick 

for separating classes that cannot be classified linearly (non-linear spaces). Its 

primary mode of action is to split data points into classes by creating a hyperplane 

with the greatest margin (Pradhan 2012). A hyperplane can be a point in one-

dimensional space, a line in two-dimensional space, or a surface in three-

dimensional space. It is appropriate for the focused issue, which is a classification 

problem "Survival prediction of heart failure patients". However, it is also well 

recognised to be highly effective on both small and large datasets with numerous 

features. 

Logistic Regression (LR) is the most popular supervised machine learning 

algorithm for binary classification and proportional response datasets  (Agresti 

2018). However, its expansion to multi-class classification issues and naturally 

providing probabilities are two of the key benefits of LR (Karsmakers, Pelckmans 

and Suykens 2007). The logistic model is used to express a probability, which is 

always between 0 and 1 (binary). It also enables the quantification of the 

relationship between the occurrence of an event (qualitative dependent variable) 

and the factors that can influence it (independent variables) (El Sanharawi and 

Naudet 2013). logistic regression accepts input and predicts which class the input 

belongs to (output) using a sigmoid function. It uses three coefficients as 

parameters. The mechanism of action is by using stochastic gradient descent to 

estimate the best values of the coefficients based on the training dataset to 

generate the output and then transform using a logistic function to separate 

points into classes. It is suitable for the focused topic, which is a classification 

problem titled "Survival prediction of heart failure patients" which is a binary 

classification. It also could tackle complex nonlinear data (Wu and Li 2018). 

Decision Tree Classifier (DTC) is a well-known supervised machine learning 

classification algorithm. The most important quality of DTC is its capacity to 

transform complex decision-making problems into simple processes, resulting in 

a solution that is easier to understand and analyse (Priyanka and Kumar 2020). 

The model is built in the form of a tree structure. It breaks down the dataset into 

smaller and smaller subsets by splitting while the corresponding tree is 

incrementally developed. DTC is made up of building blocks known as nodes. 
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There are three main nodes: internal nodes, leaf nodes, and root nodes. When a 

split yields no information gain, the tree is said to be  in an unlearning state, and 

the node is classified as a leaf. However, the existence of a node, on the other 

hand, is determined by the state of its predecessor. It is appropriate for the 

targeted topic because it is a classification problem with the title "Survival 

prediction of heart failure patients”. 

3.8.1.1 Ensemble Learning 

Ensemble learning employs multiple machine learning algorithms (series of base 

classifiers) to generate a more robust prediction than a single technique can 

acquire, and the result is assigned to the appropriate class using a majority voting 

mechanism (Dogan and Birant 2019). It also examines the individual performances 

of each classifier in the ensemble and modifies their contributions to class 

prediction. This technique provides a synergistic effect among individual models 

and reduces their tendency to memorize noise (overfitting). For this approach all 

models are trained on the same dataset and prediction is done separately. The 

final prediction is based on a voting classifier that acts as the meta-model. The 

models are proficient in many ways, therefore for the sake of this research, a 

voting classifier is taken into consideration, and the best findings are chosen.  

 

3.8.2 Model Fitting 

Each model was fitted to the dataset for training. Model fitting is the use of 

mathematical and statistical approaches to a set of simulation input/output data 

to (i) estimate the model's parameter values and (ii) evaluate the estimated 

parameter values regarding the data set using quantitative criteria (Kleijnen and 

Sargent 2000). It means performing numerical optimisation i.e., looking for 

minimum cost function in parameter space. Prior to fitting, it is crucial to 

specify/instantiate the type or form of the model. The requirement for fitting is 

performing optimization, availability of problem data, model parameters and 

hyperparameters. 
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The dataset was split into train and test split using the quantitative approach 

known as the holdout method. It involves splitting the dataset into a ratio of 

70/30, where 70% is the train set and 30% serves as test data (to evaluate the 

model performance). For classification tasks, this ratio is used in several 

publications and helps prevent overfitting (Yousaf et al. 2020). 

 

3.8.3 Model Tuning 

Many contemporary regression and classification models can simulate complex 

relationships and are quite adaptive. A collection of configuration variables called 

hyper-parameters, which can assist each model in identifying predicted patterns 

in the data, are mostly used to govern each model's capacity for adaptation (Kuhn 

and Johnson 2013). The setting of these parameters is known as model fitting or 

hyper-parameter optimization. However, this tuning setting assists the model to 

achieve low predictive errors such as overfitting and underfitting when exposed 

to unseen data. Overfit models achieve excellent prediction on train data and 

low prediction on unseen data. While underfit models achieve low prediction on 

both trained data and unseen data. Therefore, it is important to tune the model 

to identify the best hyperparameters before fitting to achieve a good predictive 

performance. Hence, without using a methodical technique to tune the model, it 

would be difficult to identify the overfitting/underfitting error until the model is 

subjected to a new sample of data.  In this study, the "grid search" method of 

hyperparameter optimization was taken into consideration. This search considers 

several combinations of hyperparameters, computes the performance metric 

using cross-validation and selects the one with the lowest error rating. 

 

3.8.4 Model Evaluation 

The main concern in classification issues is good classification accuracy. A 

performance evaluation was conducted to determine whether each model had 

truly learned and was effective at classifying the problem data sets. The 

evaluation involves how accurately the model classified the test (unseen) data 
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using an accuracy score. This was carried out after fitting the model to the 

trained data. The prediction accuracy was obtained using a confusion matrix 

which contains information about actual and predicted classifications (Kohavi and 

Provost 1998). Estimates of classification model possibilities are generated using 

the confusion matrix expressions such as true positive (TP),  true negative (TN), 

false positive (FP), and false negative (FN). The total of true positive (TP) and 

true negative events are those that were correctly classified (TN). The total of 

false positives (FPs) and false negatives constitute events that were incorrectly 

categorised (FN) (Vujović 2021). 

Accuracy, precision, recall, and F1 score, are some of the most commonly used 

binary classification measures  (Sokolova and Lapalme 2009). The success metric 

to evaluate the classification model are described in the table below (Table 2). 

 

Table 4: Success Evaluation Metrics 

Metrics Values 

Accuracy >80% 

Precision >80% 

Recall >80% 

F1 score >80% 

Accuracy is the overall percentage of how often the model predictions are 

correct.ie fraction of all instances predicted correctly (Lipton, Elkan and 

Narayanaswamy 2014). 

       Accuracy = TP+TN /(TP+TN+FP +FN) 

Precision is the percentage of relevant cases among the predicted instances by 

the model i.e., how often the model prediction is correct. 

       Precision = TP/(TP+FP) 

Recall is the ability of the model to correctly predict the relevant instances.the 

ie proportion of relevant cases predicted. 
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       Recall = TP/(TP+FN) 

F1 score is the simple harmonic mean of the recall and precision values of models. 

It is the measure of incorrectly classified occurrences (Tatbul et al. 2018). 

    F1 score = 2x ((Precision x Recall) /(Precision + Recall)) 

Both accuracy and f1 score are significant metrics for assessing classifier 

performance. The F1 score, on the other hand, is extensively used to assess the 

effectiveness of a binary classifier when one class is rare (imbalance data), which 

is common in real-world data (Lipton, Elkan and Narayanaswamy 2014). 

 

3.9 Software Design 

 

The software requirement lifecycle was utilised to aid in the creation of the end 

system, which is the GUI (Graphics user interface). The Software Development 

Life Cycle (SDLC) is a technique for developing or maintaining software systems 

that are either descriptive or prescriptive of how software is or should be built 

(Ragunath et al. 2010). It usually encompasses several stages, ranging from 

preliminary development analysis to post-development software testing and 

evaluation. Various developers employ different SDLC approaches. The 

traditional development method of the SDLC process was applied in the study 

which encompasses four stages (Leau et al. 2012). Stage one started with the 

creation of the requirement and overall project plan. Once the criteria are 

established, stage two which is the design and architectural planning process 

begin. This stage involves creating a robust workable diagram to gain a more 

focused system understanding before implementation, choosing the programming 

language and platform. During stage three, which is implementation and coding, 

the user interface was created, and all feature designs were created. The system 

was implemented using python and streamlit platform. The last stage is testing, 

which is the assessment of the final design before its release to users. validating 

that all features and functions are functioning as intended. 
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3.10 Research Implementation 

 
Implementation is the action that must originate after any conceptualization that 

leads to actualization. therefore, the step-by-step execution of the research 

plan, methods, and ideas can be seen in this section which illustrates screenshots 

of model/ application(code) as well as descriptions. 

Statistical check to evaluate normality involves checking for skewness values, 

using of a histogram for visual evaluation and checking for kurtotic values of 

variables. 

 

 

 

Figure 2: Importing libraries and showing dimensions on a screenshot 

 

To make sure the programme functions, the necessary libraries were first 

imported into the integrated development environment (PyCharm). Some of the 

imported libraries are shown in Figure 2. The pandas' package was used to load 

the excel file into a dataframe and perform a qualitative analysis on it. The first 

ten rows were displayed using the pandas head method. The data's dimensions 

are 299 rows and 13 columns. 
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Figure 3: Screenshot demonstrating no missing values 

 

When missing values were evaluated using the pandas isna() method, it was found 

that there were none, so there is no need for imputation (replacing missing 

values). Additionally, no encoding is required because the dataset's attributes are 

all numerical (figure 3).  

3.10.1 Measures of central tendencies on all variables 

  

 

 
 
Figure 4: A screenshot of the central tendencies of features. 

 

For easier comprehension, the dataset's basic statistics, including count, 

minimum, maximum, mean, and standard deviation for each column were 
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obtained using the pandas describe() method (figure 4). There are 299 fields in 

total, so the count of 299 confirms there are no missing values. 

3.10.2 Measures of the variability of continuous variables 

 

 

Figure 5: Histogram displaying the skewness and distribution of continuous variables 

 

Figure 5 above depicts the outcome of the normality check on all continuous 

variables using histogram, which reveals that certain variables are positively 

skewed while others are negatively skewed, indicating abnormal distribution. 

Figure 6 shows the skewed values of all continous variables. 
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Figure 6: Screenshot of skewed values of continuous variables 

 

 

Figure 7: Screenshot showing the kurtotic values of continuous variables 

 

Figure 7 demonstrates that while certain variables are leptokurtic with high 

kurtotic values, others are platykurtic (low centre area, lighter and shorter tails) 

which indicates the presence of outliers. Variables with high kurtotic values have 

more outliers, whereas variables with low kurtosis have fewer outliers (Qiu, 

Murphy and Suter 2020). kurtotic values of variables were determined to assess 

the degree of flatness and peakedness of a distribution. The likelihood that the 

values are regularly distributed increases with the distance from zero. 
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Figure 8: Screenshot displaying box plots of continuous variables with codes 

 

 

 

 
 

Figure 9: A screenshot showing box plots for continuous variables 
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Furthermore, Plotly library was used to obtained boxplots on the continuous 

variables which revealed that they all have outliers except age and time (figure 

6). There are more outliers in the serum creatinine (ser_cr) ,and platelets 

variables than others (Figure 8 and 9). Outliers can diminish normality, weaken 

the validity of statistical tests, and raise error variance (Osborne and Overbay 

2004).Therefore there is need to remove the outliers to avoid errors. Further 

exploration was done by computing bivariate and multivariate analysis. 

 

 

 

Figure 10:  kernel density plots of continuous variables on a screenshot 

 

 

Figure 11: Screenshot -2 displaying kernel density plots of continuous variables 
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The density plots above (Figure 10 and 11) confirm the presence of outliers and 

the level of skewness in the variables. It also shows that some variables, such as 

ejection fraction (ej fr) and time, are bimodal (have two peaks), whereas others 

only have one. As a result, the dataset was normalised using the L2 method of 

normalisation, because they do not have a Gaussian distribution (Appendice). L2 

method of normalisation leverages more features and the distance between 

points remains the same (Vafaei, Ribeiro and Camarinha-Matos 2018). 

 

The heatmap below (figure 12) shows the relationship or strength between the 

independent variables and the dependent variable 'death events' (status). On the 

heatmap above, values closer to -1 and +1 indicate significant/strong 

correlations, whereas values closer to zero indicate weak correlations  (Evans and 

Basu 2013). 

 

 

Figure 12:Correlation analysis result with seaborn and matplotlib. 
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Figure 13:Screenshot displaying Variables with a correlation above 0.2 

The figure above (figure 13) shows the variables with a correlation above 0.2. It 

can be inferred that ‘time’ has the strongest correlation to the dependent 

variable ‘death events’ (status) when compared to the other variables (age, ej_fr, 

and ser_cr), whereas age has the lowest correlation value.  Age, ej_fr, ser_cr, 

and time can be placed in the variables' strength order, from weakest to 

strongest. 

 

 

Figure 14:Screenshot showing splitting and normalization of dataset 

 

Figure 14 shows splitting of dataset into dependent and independent variables as 

well normalisation of data. The dataset was normalised using the L2 method of 

normalisation, because they do not have a Gaussian distribution . L2 method of 
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normalisation leverages more features and the distance between points remains 

the same (Vafaei, Ribeiro and Camarinha-Matos 2018) 

 

 

 

Figure 15:Screenshot displaying feature importance 

 

 

Figure 16: Screenshot 2 demonstrates the significance of a feature. 

Feature Analysis was performed with RandomForestClassifier in python to identify 

the important variables in the dataset. About 45% of the entire dataset was found 

to be contributed by the time. Time was found to be the most crucial variable, 
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followed by serum creatinine, ejection fraction and age(Figure 15 and 16). And 

while some features were dropped due to low importance, these five were chosen 

to reduce dimensionality. 

 

 

Figure 17: Screenshot of topmost feature splitting and normalisation 

 

Figure 17 shows splitting the dataset into dependent and independent variables 

(with the topmost important variables selected) as well as normalisation.  

 

Figure 18: Screenshot of dataset splitting into train and test sets 
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Figure 18 shows the splitting of the dataset into train and test set (hold out 

method) using the train_test_split function from scikit-learn package. It also 

shows the dimensions of each set. 

 

 

Figure 19: Screenshot of base model importation and dataset fitting 

 

Figure 19 shows importation of algorithms , tuning and fitting of base models to train set 

as well as testing the models with the test set of the dataset (30% of the data). 

 

 

Figure 20: Screenshot of the accuracy of base models 

The accuracy of each base models was checked with metrics function of scikit learn 

package (Figure 20). It also displays the accuracy of the voting classifier. 
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Figure 21: Screenshot of the voting classifier's confusion matrix 

 

The classification report of the voting classifier was viewed using confusion matrix (figure 

21). 

 

 

Figure 22: Screenshot of how the model was saved 
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The trained model was saved using joblib package and the persistent model was 

evaluated, as can be seen in figure 22. 

 

3.10.2 Application Code interpretation 

 

 

 

Figure 23: Screenshot displaying the first part of the application 

 

Figures 23 and 24 show the implementation of the application. The first section 

displays all libraries used, input boxes as well as all the functions utilized. The 

application contains three(3) functions which are transform, prediction and 

status. The transform function takes no parameters, converts all values inputted 

by user into floats and returns the float values. Prediction function takes a 

parameter (float values) , calls the saved model, make prediction based on the 

parameter and returns the prediction .The status function takes to parameter, 

calls the other two functions, and displays prediction to user.  
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Figure 24: Screenshot showing. the second part of the application 

 

3.11 Summary 

This chapter has provided a research methodology (Actions to be taken to aid 

knowledge discovery) as well as the researcher's methodological stance in the 

context of the current study. Additionally, it provided all the procedures and 

methods used during each stage, including data collection, pre-processing, 

exploratory data analysis, distribution, algorithm selection, model development, 

software development, and GUI design. 

The overall methodology used in this study is a mixed methodological approach, 

which includes both quantitative and qualitative methods. Kurtotic and skewness 

were employed to quantify dataset variability while statistical analysis was 

utilised to evaluate measures of central tendency on the data collected. The 

dataset was explored using a univariate, bivariate and multivariate method of 

analysis. Suitable algorithms were selected after so much research on the 

problem case which is “classification”. The model was developed based on the 

best algorithm that met the required success metrics. 
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CHAPTER 4 

 

4.0 Result Interpretation  
 

4.1 Introduction 

 

This section presents the findings of the quantitative data analysis carried out on 

discrete variables like sex, anaemia, smoking, diabetes, and HBP as well as 

continuous variables like age, time, platelets, ejection fraction, and 

serum creatinine. The relationship between the dependent variable (status) and 

the independent variables is also provided in detail. Additionally, this chapter 

offers thorough insights drawn from the analysis. 

 

4.2 Binary/Demographic variable distribution 

 

4.2.1 Gender distribution of participants 

 

Figure 25 shows the count of male patients/participants as 194 while female is 

105. 

 

   

Figure 25: Gender Distribution of participants 
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4.2.2 Smoking /status distribution of participants 

Figure 26 below shows the smoking status distribution of all the patients. Non-

smokers make up most patients. 

 

Figure 26: Smoking Status Distribution of Participants 

 

4.2.3 Diabetes /status distribution of participants 

The highest population of patients (174 participants) are not diabetics while 

diabetic patients are 125 by count.  

 

 
 
 
 
 
 
 
 
 
 

Figure 27: Diabetes Status Distribution 
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4.2.4 High blood pressure(HBP) status distribution of participants 

 
The highest population of patients (194 participants) are non-hypertensives,  

 

Figure 28: HBP Status Distribution 

 

4.2.5 Anaemia status distribution of participants 

 
The majority of patients (170 participants) are not anaemic, compared to 129 

who are.  

 

 

Figure 29: Anaemia Status Distribution of Participants. 

 

4.2.6 Distribution of participants' death event (status) 

In comparison to patients who passed away, a higher percentage of patients are 

still alive; this category represents 67.9% of the population following their follow-

up time while 32.1% represented those who are deceased (figure 30).  
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Figure 30: Death Events Distribution of Participants 

 

4.3 Bivariate Analysis  

According to the line chart below (figure 31), the average age of individuals who 

are still alive is 59, while the average age of those who have died is 65.  

 

Figure 31: Average age by death events 

The figure below ( figure 32) shows the smoking status of patients with the 

dependent variable (death event).  The bar chart shows that the number of non-

smokers in category 1 (Alive)  decreased from 137 to 66 in category 2 (Not alive). 
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Similarly, the number of smokers decreased exponentially from 66 (Alive) to 30 

in category 2 (Not alive).  

 

Figure 32: Smoking status by death events 

 

The figure below ( figure 33)  shows the diabetic state of patients with the 

dependent variable (death event).  The bar chart shows that the number of non-

diabetics in category 1 (Alive)  declined from 118 to 56 in category 2 (Not alive). 

The number of diabetics also dropped dramatically from 85 (Alive) to 40 in 

category 2 (Not alive).  

 

Figure 33: Diabetes status by death events 
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The figure below (Figure 34) depicts the hypertensive status of patients with the 

dependent variable (death event). According to the line chart, the number of 

hypertensives in category 1 (Alive) has decreased from 66 to 39 in category 2 (Not 

alive). Non-hypertensives decreased substantially from 137 (Alive) to 57 in 

category 2 (Not alive).  

 
 

 

Figure 34: HBP count by death events 

 

The figure below ( figure 35) shows the patients' gender with the dependent 

variable (death event).  The line chart shows that the number of females in 

category 1 (Alive)  declined from 71 to 34  in category 2 (Not alive). The number 

of males also dropped dramatically from 132 (Alive) to 62 in category 2 (Not 

alive).  
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Figure 35: Gender by death_events 

 

The figure below (figure 36) shows the patients' anaemic status with the 

dependent variable (death event).  The line chart shows that the number of not 

anaemic individuals in category 1 (Alive)  declined from 120 to 50 in category 2 

(Not alive). The number of anaemic also dropped dramatically from 83 (Alive) to 

46 in category 2 (Not alive).  

 

Figure 36: Counts of anaemia by death_events 
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the dependent variable (death event).  The line chart shows that the average 

0

50

100

150

Alive
Not alive

71

34

132

62

Count of sex by death event

Female

Male

120

50

83

46

0

20

40

60

80

100

120

140

Alive Not alive

Count of anemic by death event

Not anemic

Anemic

Death events



 51 

platelet value in category 1 (Alive)  declined from 266657  to 256381 in category 

2 (Not alive).   

 

Figure 37: Average platelet value by death event 

 
 

The figure below (figure 38) shows the maximum serum creatinine (ser_cr)  value 

of individuals with the dependent variable (death event).  The line chart shows 

that the maximum ser_cr value in category 1 (Alive)  rose from 6 to 9 in category 

2 (Not alive).   

 

Figure 38: Maximum serum creatinine by death event 
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the average ser_na value in category 1 (Alive)  decreased from 137 to 135 in 

category 2 (Not alive).   

 

Figure 39: Average Serum sodium by death event 

 

As seen in the line chart below (figure 40), the average creatinine 

phosphokinase(cr_ph) of participants alive is 540 while deceased is 670. This 

depicts that those who had high levels of cr_ph died more frequently than those 

who had low levels. 

 

Figure 40: Average creatinine phosphokinase 

 

The figure below (figure 41) shows the relationship between ejection 
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Figure 41: Screenshot showing Maximum ejection fraction by death event 

 

As seen in the line chart below (figure 42), the average follow-up time of HF 

patients in the first category 'alive' is 158 days while the second category 'Not 

alive' is 71days.. 

 

Figure 42: Average follow up time by death event 
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Table 5: Bivariate analysis results of variables with the dependent variable. 

Independent 

variables 

Death events 

 Alive Not alive 

Average Age 59 65 

Smoking 137 Non smokers 

66 Smokers 

66 Non-smokers 

30 Smokers 

Diabetes 118 Not diabetic 

85 Diabetic 

56 Not diabetic 

40 Diabetic 

HBP 66 Hypertensives 

137 Not hypertensives 

39 Hypertensives 

57 Not hypertensives 

Sex 132 Males 

71 Females 

62  Males 

34 Females 

Anaemia 120  Not anaemic 

83  Anaemic 

50 Not anaemic 

46 Anaemic 

Average platelet 266657 256381 

Max. ser_cr 6 9 

Average ser_na 137 135 

Average cr_ph 540 670 

Maximum ej_fr 80 70 

Average follow 

up time 

158 71 

 

Table 5 shows the overall results of the bivariate analysis performed on the 

dataset. 
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4.4  Multivariate Analysis 

 

4.4.1 Correlation Analysis  

 
Table 6: Features with correlation values above 0.2 

 

 Features Correlation values 

1 Time -0.53 

2 Age  0.25 

3 Ejection Fraction -0.27 

4 Serum creatinine  0.29 

5 Serum sodium  0.20 

 

The figure below (figure 27) shows the variables with a correlation above 0.2. It 

can be inferred that ‘time’ has the strongest correlation to the dependent 

variable ‘death events’ (status) when compared to the other variables.  

4.4.2 Clustering 

K-means clustering was performed with Tableau, which generated two clusters 

based on continuous variables such as creatinine phosphokinase, platelet, 

ejection fraction, serum creatinine, serum sodium, age, and time. Patients in 

cluster 1 patients can be seen as older, high values of serum phosphokinase, lower 

ejection fraction, higher serum serum creatinine and lesser follow up time 

compared with the second cluster. 

 

Figure 43: Brief description of Tableau clusters 
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The figure below ( figure 29) shows the order of significance of variables to the 

clusters. 

 

Figure 44: Analysis of variance of clusters on Tableau 

 

4.5 Model Evaluation Result 

 

 
Table 7: Algorithm Evaluation Result  

Algorithms Accuracy(%) Precision (%) Recall(%) F1 Score(%) 

DecisionTree 

Classifier 

85 Alive =91 

Not Alive=67 

Alive =89 

Not Alive 

=71% 

Alive =90 

Not Alive =69 

SVC 86 Alive =86 

Not Alive =84 

Alive =95 

Not Alive= 62 

Alive =90 

Not Alive=71 

KNN 88 Alive =86 

Not Alive =94 

Alive =98 

Not Alive =62 

Alive =92 

Not Alive =74 

Logistic 

Regression 

83 Alive =87 

Not Alive =74 

Alive =91 

Not Alive =65 

Alive =89 

Not Alive =69 

Voting 

Classifier 

88 Alive =86 

Not Alive =94 

Alive =98 

Not Alive =62 

Alive =92 

Not Alive =74 

 



 57 

4.6 Software Output 

The pre-trained voting classifier model was used to develop a simple Streamlit 

application that predicts the results based on user input. The screenshots of the 

application's user interface are shown in Figures 31 and 32. The (+ and -) buttons 

on the right-hand side of the interface allow the user to change numerical values, 

or they can manually enter the values. 

 

 

Figure 45: First Screenshot of the User Interface 
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Figure 46: Second user interface screenshot 
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CHAPTER FIVE 

5.0 Discussions 
 

5.1 Introduction 

In this chapter, the findings and unexpected findings of this thesis are discussed 

(the events are described, followed by a discussion of their possible causes). 

5.2 Binary Distribution 

It was discovered that the majority of patients/participants are male, which may 

be due to the underrepresentation of women in clinical trials and women are less 

likely than men to seek out evidence-based medical care, according to 

community-based studies of HF patients (Stein et al. 2013). Moreover, American 

Heart Association estimates that there were slightly more males with heart 

failure (HF) than women (Go et al. 2013). 

Non-smokers make up most patients; this may be a consequence of inadequate 

knowledge of the onset and prognosis of HF due to smoking (Conard et al. 2009) 

or the dataset is not the perfect representation of HF patients. However, Smoking 

is a substantial risk factor for heart failure (HF) (Krumholz et al. 1997). 

The highest population of patients (174 participants) are not diabetics; this could 

be due to an unidentified contribution of diabetes to the burden of heart failure 

(HF). Furthermore, a small percentage of hospitalised HF patients are known to 

be diabetic, and this fraction has been increasing over the last decade (Echouffo-

Tcheugui et al. 2016). Diabetes, on the other hand, is one of the conditions 

attributed to heart failure (Baker 2002).  

Based on known measurements of health markers, elevated blood pressure is 

defined as blood pressure of  140/90 mm /Hg or greater on both readings (systolic 

and diastolic). The highest population of patients (194 participants) are non-

hypertensives, which may be related to the fact that the risk of heart failure is 

greater than in normotensive persons as compared to hypertensives (Kannel et 

al. 1999).   
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The majority of patients (170 participants) are not anaemic, compared to 129 

who are. Congestive heart failure (CHF) frequently results in anaemia, which is 

indicated by a haemoglobin level of less than 12 g/dL (Silverberg et al. 2006).  

Additionally, it has been recognised as one of the neurohormonal abnormalities 

in the pathophysiology and progression of congestive heart failure (CHF) 

(Alexandrakis and Tsirakis 2012). 

 

In comparison to patients who passed away, a higher percentage of patients are 

still alive; this category represents 67.9% of the population following their follow-

up time while 32.1% represented those who are deceased. There are consequently 

fewer occurrences of individuals passing away. This dataset may be seen to be 

unbalanced. Unbalanced data sets occur when at least one class is represented 

by a small number of training instances (referred to as the minority class) while 

other classes constitute the majority (Ganganwar 2012). 

 

5.3 Bivariate Analysis 

The average age of individuals who are still alive is 59, while the average age of 

those who have died is 65. This shows that older patients with HF died at a higher 

rate than younger people. Accordingly, older patients have a worse chance of 

surviving than younger ones and are more prone to having additional ailments 

that can complicate heart failure. The incidence of congestive heart failure 

increased dramatically with age. Age-related changes in clinical outcomes in HF 

patients are progressively worse as patients get older (Rich et al. 2001). This 

could be the tenable explanation for the low rate of survival among the elderly. 

Looking at the smoking status of patients with the dependent variable (death 

event).  It shows that the number of non-smokers in category 1 (Alive)  decreased 

from 137 to 66 in category 2 (Not alive). Similarly, the number of smokers 

decreased exponentially from 66 (Alive) to 30 in category 2 (Not alive). This 

illustrates that smoking status has little bearing on the patient's chance of 

surviving. 
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The number of non-diabetics in category 1 (Alive)  declined from 118 to 56 in 

category 2 (Not alive). The number of diabetics also dropped dramatically from 

85 (Alive) to 40 in category 2 (Not alive). This demonstrates that a patient's 

diabetes condition has minimal impact on his or her chances of survival. 

Furthermore, the number of hypertensives in category 1 (Alive) has decreased 

from 66 to 39 in category 2 (Not alive). Non-hypertensives decreased substantially 

from 137 (Alive) to 57 in category 2 (Not alive). This illustrates that a patient's 

hypertensive status has little effect on his or her odds of survival. 

Additionally, the number of females in category 1 (Alive)  declined from 71 to 34  

in category 2 (Not alive). The number of males also dropped dramatically from 

132 (Alive) to 62 in category 2 (Not alive). Males outnumber females in the 'not 

alive' group, implying that men with HF have a poorer rate of survival. This 

demonstrates that a patient's gender influences the likelihood of survival. 

Accordingly, it may be argued that the female gender is an independent predictor 

of death events. This finding is opposed by  Zahid et al who stated that gender 

does not correlate to the deadly events of HF patients (Zahid et al. 2019). 

The number of not anaemic individuals in category 1 (Alive)  declined from 120 

to 50 in category 2 (Not alive). The number of anaemics also dropped dramatically 

from 83 (Alive) to 46 in category 2 (Not alive). Non-anaemic patients outnumber 

anaemic in the 'not alive' group. This shows that the likelihood of survival is 

unaffected by the anaemic condition of a patient. However, anaemia has been 

linked to a lower chance of survival in all patient populations (Lindenfeld 2005). 

This explains the cause of death in the 46 HF patients identified as having HF 

comorbidities such as decreased renal function, among other things. 

Furthermore, the 50 individuals who died without being anaemic may have had 

other HF issues unrelated to anaemia. 

The average platelet value in category 1 (Alive)  declined from 266657  to 256381 

in category 2 (Not alive).  This implies that individuals with low platelet counts 

have a reduced likelihood of survival. This demonstrates that a patient's platelet 

count has an impact on their chance of survival. 
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The maximum serum creatinine value in category 1 (Alive)  rose from 6 to 9 in 

category 2 (Not alive).  This implies that individuals with serum creatinine above 

6 have a reduced likelihood of survival. This reveals that a patient's serum 

creatinine level affects his or her chances of survival. 

The average serum sodium value in category 1 (Alive)  decreased from 137 to 135 

in category 2 (Not alive).  This implies that there is minimal variance between 

the two values. This reveals that a patient's serum sodium level has a negligible 

impact on chances of survival. 

The average creatinine phosphokinase(cr_ph) of participants alive is 540 while 

deceased is 670. This depicts that those who had high levels of cr_ph died more 

frequently than those who had low levels. 

This signifies that HF patients with greater cr_ph levels have a poorer chance of 

survival than patients with lower values. 

The maximum ejection fraction (ej_fr) of individuals who are living is 80, whereas 

for those who are dead is 70, as seen in the line chart above.  This shows that 

people with a lower percentage of ejection fraction died at a higher rate than 

those with a higher percentage. This means that HF patients with ejection 

fraction < 70 have a lesser likelihood of surviving than those with a higher 

percentage. 

Also, the average follow-up time of HF patients in the first category 'alive' is 158 

days while the second category 'Not alive' is 71days. This demonstrates that 

people who had shorter follow-up days than those who had longer follow-up 

days died more frequently. 

5.4 Multivariate Analysis 

The relationship or strength between the independent variables and the 

dependent variable 'death events' (status) shows ‘time’ has the strongest 

correlation to the dependent variable ‘death events’ (status) when compared to 

the other variables, whereas age has the lowest correlation value.  Serum sodium, 
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age, ejection fraction, serum creatinine, and time can be placed in the variables' 

strength order, from weakest to strongest. 

Correlation analysis reveals that values closer to -1 and +1 indicate 

significant/strong correlations, whereas values closer to zero indicate weak 

correlations  (Evans and Basu 2013). 

K-means clustering was performed with Tableau, which generated two clusters 

based on continuous variables such as cr_ph, platelet, ej_fr, ser_cr, ser_na, age, 

and time. After including dichotomous variables such as sex, anaemia, smoking, 

diabetes, and HBP, the direction of the clusters remained unchanged from 2. It 

has been discovered that the dichotomous variables have low variance, which 

automatically makes them the strongest in determining clusters (zero p-values ). 

As a result, dichotomous variables were removed from the clusters to allow for a 

better understanding of other variables. The p-value is a probability that 

measures the significance and values  <0.5 are considered significant (Liu et al. 

2008). It can be interpreted that time is highly significant in cluster 

formation(value=0.0), whereas serum sodium is the least significant. 

5.5 Model Evaluation 

The results of model evaluation on the "Heart Failure Clinical Records" dataset 

after training the models shows that all models meet the required accuracy. 

However, other important factors need to be considered such as standard 

variation to avoid overfitting or underfitting. The lowest standard deviation is for 

DecisionTreeClassifier (0.078), followed by KNN (0.106), SVC (0.119), and LR 

(0.115). This implies that the models might overfit (due to high variance)  except 

DecisionTreeClassifier. Hence, the reason for adopting the ensemble approach. 

The hard voting ensemble technique was used, and the results are shown in Table 

7. The accuracy score for the voting classifier is 88%, and the F1 scores for the 

two possibilities are fairly within a reasonable range when compared to the 

success metrics. Whereas the recall and f1 score for the deceased (Not alive) is 

lower than expected (62 and 74), this could be attributed to the lower number 

of instances in this category, but overall, the model's prediction is within the 

acceptable range. 
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5.6 Performance Evaluation Against Benchmark Studies 

 
 
Models developed by Ishaq et al. (2021) and Rahayu et al. (2020), both of which 

used the same dataset of "Heart Failure Clinical Records”, were used as 

benchmark models to compare the performance of the models from this study. 

Nine classification models were used in Ishaq et al. (2021) research: the Decision 

Tree (DT), Adaptive Boosting Classifier (AdaBoost), Logistic Regression (LR), 

Stochastic Gradient Classifier (SGD), Random Forest (RF), Gradient Boosting 

Classifier (GBM), Extra Tree Classifier (ETC), Gaussian Naive Bayes classifier (G-

NB), and Support Vector Machine (SVM). ETC performs better than other models, 

according to the experimental findings, with an accuracy value of 0.92% for 

prediction of heart patient survival. 

 

Rahayu et al.(2020) study proposed SMOTE (Synthetic Minority Over-Sampling 

Technique), as well as data mining methods and multiple classification 

algorithms, to estimate patient survival. Artificial neural networks, Decision 

Trees, KNN, Support Vector Machines (SVM), Random Forest algorithms, and Naive 

Bayes were all used in the study. The accuracy produced by the SMOTE method 

used in the random forest is 85.82% higher than that of other algorithms. 

 

A hard voting ensemble approach was used in this study, and the evaluation 

yielded an accuracy score of 0.88%. This method outperforms the Rahayu et al 

study (85.82% accuracy) but underperforms the Ishaq et al study (0.92% 

accuracy). However, it remains within an acceptable range. 
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CHAPTER SIX 

6.0 Research Conclusion, Research Limitations and 

Suggestions for Future Research.  

 

6.1 Introduction 

 

The present study aimed to answer centred around identifying the pre-existing 

health factors of heart failure patients and how these factors impact their chance 

of survival. In addition to the goals, the current study also aimed to develop a 

system that can predict the survival of patients with heart failure by 

incorporating the research's findings.  

This allows for a concise discussion of the findings as well as the study's 

limitations, suggestions for future research, and recommendations for future 

researchers. 

 

6.2 Research Questions Reiterated 

 
The following specific questions were the focus of this research in relation to the 

goal. 

1. What current health conditions (variables) exist in heart failure patients that 

may indicate a high risk of death? 

2. What are the factors/variables that ensure the survival of patients with heart 

failure. 

6.3 Overall Research Conclusions - Findings Summary 

The study's goal is to use machine learning to predict heart failure patient survival 

and to create a system that can predict heart failure patient survival. Analysing 

health data has revealed factors such as age, gender, platelet counts, serum 

creatinine, creatinine phosphokinase, and follow-up time to influence the 

survival of HF patients. However, to improve the performance of machine 

learning models, RandomForest algorithm was employed for feature selection, 

and the topmost important features were identified as age, ejection fraction, 
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serum creatinine, serum sodium and follow-up time. The patterns formed in the 

dataset were identified using clustering analysis. And it gave rise to two clearly 

defined clusters. The two categories in the independent variable (death_event) 

are confirmed by these clusters. 

This study was performed using a combination of machine learning models to 

benefit from their advantages (Ensemble learning). In this case, the machine 

learning models used are K-nearest neighbour (KNN), Support vector machine 

(SVM), Logistic Regression (LR), and Decision Tree Classifier (DTC). The five most 

crucial features in the dataset were used to train the models. A hard voting 

ensemble approach was used, and the evaluation resulted in an accuracy score 

of 0.88%. Whereas the recall and f1 score for the deceased (Not alive) is lower 

than anticipated  (0.62 and 0.74), this could be attributed to the relatively small 

number of instances in this category, but overall, the model's prediction is within 

the acceptable range. Simple software that predicts patient survival based on 

user input was created using the pre-trained voting classifier model. 

6.4 Resulting Advantages 

Through the analysis of relevant factors, this work has the potential to enhance 

the healthcare system and serve as a valuable tool for healthcare professionals 

in predicting the survival of heart failure patients. Additionally, it will help to 

decrease the hospitalisation rate, which will save time, money, and resources 

that could be used for healthcare. Furthermore, it will assist medical 

practitioners in selecting a population to test and evaluate the efficacy of a 

potential new treatment. By providing high-quality medical care and 

concentrating on the major risk factors that can result in death, physicians will 

be able to identify patients who require intensive monitoring and treatment. 

Hence, increasing the survival rate of HF patients. 

6.5 Study limitations and recommendations for further research 

Further research that can be carried out by subsequent researchers should 

incorporate the use of a larger dataset.  Furthermore, the dataset only identified 

12 features that can influence the survival of HF patients. Therefore, future 
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research on the survival of HF patients should consider more variables. Also, the 

participants in the dataset were from Pakistan, rendering it underrepresented 

globally. Data should be collected from various geographical locations around the 

world. Furthermore, the percentage of females in the sample in this study is 

35.1%, which is relatively lower than the percentage of male participants (64.9%), 

and future research can ensure that a more equal ratio is included in the study, 

increasing the robustness of the study results and bringing forth new findings. 
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