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Abstract 

Growth and survival in today’s ever changing business environment requires innovation 

and the will to adapt. All of these depend on the level at which available resources are 

utilized to reach, acquire and retain the primary source of business survival – the customer. 

This study considers supply chain as a critical structure that not only position the customer 

at the heart of its success; but will ensure that a business can weather the tumultuous global 

business environment. The ultimate goal of this project is to explore how a properly 

segmented customer base can improve the level of optimization in a supply chain 

management. Although Marketing activities have always contributed to supply chain 

management, designing customer analytic systems with operational needs in mind will 

greatly improve manufacturing outcomes and minimize information loss that may be 

encountered while processing customer feedback from a single marketing lens. 

The literature was sequentially reviewed to give insight to the field of engagement – Retail, 

provide a background on how customer satisfaction is the ultimate goal of supply chain 

management as well as give insight to the available technology driven models for 

segmenting data and how researchers see each model. This provides a slid basis for the 

choice of using a hybrid between Recency Frequency Monetary (RFM) segmentation and 

K-Cluster analysis models for understanding the dataset. This combination worked 

positively for the set goals because it provided results on product consumption which is 

critical for our findings to support optimization of a supply chain. This would not be the 

first time a researcher has combined two models (Dogan, et al, 2018; Fader, et al, 2005; 

Lumsden et al, 2008), There are also arguments in certain depositions that most of the 

existing segmentation approaches are vulnerable to outliers and their outcomes may be 

seriously biased (Wang, 2010). 

This study has successfully connected various information gathered from our data analysis 

to key aspects of supply chain management like; Inventory management,  
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1. Introduction 

Satisfying customers in a retail business requires a high level of organisation and reliability. 

The consistent innovation in Information Technology (IT), have continued to disrupt the 

industry and businesses must adapt to adapting to remain relevant. According to a Journal 

of Retailing Article; 

“Innovations in business models are increasingly critical for building 

sustainable advantage in a marketplace defined by unrelenting change, 

escalating customer expectations, and intense competition” (Sorescu, et 

al, 2011, p.) 

Global businesses have continued to recover from the impact of Coronavirus (COVID19) 

pandemic - with over six million dead and over half a billion infected in less than 36 months 

(World Health Organisation, 2022). The impact almost halted all forms of physical 

interactions all over the world including; travel, instore shopping, product manufacturing 

and distribution, to mention a few. Man-made disruptions such as: violence in some Arab 

nations (BBC, 2022), the standoff between Rwanda and the Democratic Republic of Congo 

(UN Security Council, 2022), terrorist activity in West Africa (Obadare, 2022), Russia’s 

invasion of Ukraine (Lock, 2022) the list continues, have created all kinds of unique needs 

and disruption of the international business environment. These disruptions are very 

relevant external influences on the supply chain of retail business – we will have a detailed 

discussion of this impact later in this report, and the business must develop strategies to 

adapt and thrive or become obsolete. Adaptation just like other interactive processes require 

information about the problem source to develop solutions for co-existence. In this case, 

the business needs an understanding of its stakeholder systems, and know what to do with 

large quantity of information that lay at their disposal (Watson et al, 2012). 

The level of success of any business depends on the responsiveness of its supply chain. 

Hence, supply chains are designed to respond to customer demand. As our business 

landscape continue to change because of external functions, it is critical that we continue 

to review our customer engagement process to optimize value and improve retention. One 

area to look to for such improvement is in the structure of our decisions based on how our 

customers are wired. Businesses have implemented various Machine Learning solutions to 

engage and understand customer behaviour but largely targeted for sales and marketing 

purposes.  
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This study offers an opportunity to learn more about defining real life datasets, intentionally 

aggregating them and eventually putting the feedback to use. It would also be my first 

opportunity to understand business processes for retail businesses. Business innovations 

have made it possible for small and medium size ventures to participate in international 

trade, hence the need for an optimized system responding to external influences in an 

efficient manner 

Regardless of point of purchase or utilization, there is a standard operational efficiency 

required to maintain sustainable growth. The one question that every business owner would 

ask themselves is, how do I deliver customer satisfaction at the most cost-effective manner? 

Making such decisions require customer activity data collection, storage, and analysis. For 

big corporations, they could afford the technology, but still need the “juice” to succeed”, 

and for smaller businesses, it becomes expensive, they resort to having any kind of process 

that can store information for profit and loss management – other business decisions are 

taken based on a hunch or replicating best practices. An Investopedia submission described 

the profit and loss as a summarization of revenue, costs and expenses over a period 

(Maverick, 2021). Regardless of collation frequency, the content can only be used to 

determine viability based on concluded events, it does not offer insight into strategic 

outcomes and is always an after-the-fact information. How then can a business owner be 

more intentional about what they see in their profit and loss?  

In this study we have adopted a real-life data collated by a medium size organisation that 

specialize in a niche product but supply to a global audience – a larger percentage of their 

customers are wholesalers, which puts them at a responsibility position of the distribution 

channel. The data may well be in its raw form, our goal is to develop a python-based 

algorithm that will help us investigate the state of the business, generate critical data and 

understand the behaviour of customers based on set out parameters. The outcome will form 

the basis for recommendations on how to improve loyalty and increase sales. Training a 

python-based algorithm to sample and analyze existing business activity datasets like; time 

stamps, purchase volume and preferences, customer demography and traffic, will not only 

improve the customer satisfaction but also manage waste for the business. It is not enough 

to have good relationship with your customers – global trade and situations like COVID 19 

and other disruptions have also made it important to understand and predict correctly if the 

business must remain relevant. 
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1.1 Purpose 

The purpose of this study is to use a python algorithm to analyse customer behaviour that 

will enable an online retail business improve on its supply chain management system. 

1.2 Assumptions 

In this review we are working with a sample data and choosing this data comes with the 

following assumptions; 

i. Collected data are real life documentations and were collated applying the retailer’s 

data policy. 

ii. The business in question is majorly an online retailing business without payment 

and delivery constraints 

iii. The business is consumer focused and has the ability to service international 

customers 

iv. All items described are tangibles who may or may not be in their best sales 

conditions 
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2. Literature Review 

This chapter explore the contextual background of this study by reviewing existing 

information on the relationship between the key aspects of the study. From understanding 

how retailing as an end-to-end process has evolved over time, to presenting the concept of 

Supply Chain Management and how its goal is customer satisfaction. Also, a review on the 

use of customer segmentation on other business aspects – especially how data science has 

made it possible to understand customers better. Finally, a review will be done on some 

aspects of data analysis to give a proper background on the operations of the information 

management value chain. 

2.1 Evolution of the Retail Business 

Retailing simply provides a medium for individuals/entities to purchase at their desired 

quantities and freedom to choose the end point of the product (Rina, 2013). Over centuries, 

the way people shop for goods and services – especially for individual use, have continued 

to evolve, from single pop shop formats in the 1800s to large retailing chains and multi-

product single-owner online shops in 2000s. These evolutions have also happened at 

different timelines for different locations – whereas India waited till about the year 1999 to 

have a valuation of their retail environment, large retail shops like JC Penny (1902) and 

Walmart (1970) were already balancing a structured United States Market (KPMG, 2009). 

The oxford learners dictionary defines retail as “the selling of goods to the public, usually 

through shops” (Oxford University Press, 2022). While retailing can be described as all the 

activities involved in retail and the key player becomes the retailer. In this study, our focus 

business is a hybrid retailer because it is serving at two levels of the retailing structure of 

occasion gifts – wholesale and last mile retail.  

In a 2019 paper, presented at The Institute of Physics (IOP) Conference series, a team led 

by Irina Krasyuk had an extensive discussion on how technology systems have impacted 

strategic retail practices (Krasyuk, et al, 20019). It was important to note that technology 

was not the only driving factor in the evolution of retailing, there were other key factors 

such as government regulations, competition, investment appetite, consumer culture shift, 

and businesses consolidation. All these factors make up the global business’ environment 

and each business with international intent must learn how to balance them to remain 

relevant. The turn of the 21st century saw the online retail ecosystem witness massive leap 

in the use of Information Technology, and organisations found easier ways to communicate, 
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improve delivery networks, process payment, implement smart storage and inventory 

management. This resulted in more confidence and increase in number of small businesses 

embracing online retail - According Market Place Pulse, the number of third-party sellers 

on Amazon grew from a little less than 3 million in 2017 to over 6 million in 2017 

(Kaziukėnas, 2021). 

2.2 Supply Chain Management 

A supply chain is a system-based network set up to deliver goods and services from raw 

material stage to the consumer while ensuring the return flow of payment. Bringing this 

definition into business relationships, Martins Christopher, described a supply chain as a 

supply chain as an entity network, where different organisations participate in creating 

value for an ultimate goal customer satisfaction (Christopher, 1998). Such systems require 

coordination, making sure that each stakeholder deliver as promised through a functional 

reward and support system. This coordination is termed supply chain management (SCM). 

Supply chain management can be described as coordinating a network of functions aimed 

at optimizing the delivery of goods and services from raw material stage to the final 

consumer stage – with reverse flow of cash across all stages 

 

 

 

 

 

 

 

 

 

Fig. 1, depicts a practical flow of information in a supply chain. A supply chain structure, 

a combination of the three pillars of supplier, manufacturer, consumer and other 

components that ensure consumer demands are met at a competitive price (optimization). 

Fig 1. Supply Chain Management Image Source: (Cooper, et al, 1998) 
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The supplier stage includes all the organisations or individuals who are involved in 

providing the raw materials for production. Their activation comes from the forward 

demand by the production facility occasioned by customer demand. In most cases there are 

secondary suppliers, who sell to the primary supplier.  

The manufacturer stage is the point that raw materials are turned into finished products and 

then shipped off to the consumer point. This stage controls the supplier and responds to the 

consumer. It has very distinct activities like logistics, and resource management. It is the 

link between the supplier and the consumer.  

The consumer is the stage that creates the demand for products. It is the satisfaction 

measurement point of a supply chain. This stage includes distribution channels and last mile 

consumer activities. “In order to achieve this coordination/integration of all the links in the 

supply chain information is critical” (Giménez and Lourenço, 2004) and the principal 

source of demand information to be responded to emanates from the customer. Hence the 

importance of understanding customer behaviour to the success of process. Effective supply 

chain managements apply “system thinking”. Objectively, “systems thinking is a set of 

synergistic analytic skills used to improve the capability of identifying and understanding 

systems, predicting their behaviours, and devising modifications to them in order to produce 

desired” (Arnold and Wade, 2015). Therefore, no function can be considered independent 

of each other. Segments are differentiated instead of standardizing them. 

2.3 Customer Segmentation  

The term customer segmentation has become an increasingly popular concept. It is the root 

of modern-day data driven marketing practices. Adopting a simple definition;  

“Customer segmentation is the process of examining customer attributes 

and creating groups based on how they behave, who they are, and their 

specific characteristics” (Cousera, 2022) 

It is a process that enable the organisation to utilize an optimized approach to better target 

their customers. Each customer has a different engagement journey, thus applying a single 

strategy will only result in keeping just a set of customers – dividing your customers in 

subgroups means you can create unique strategies to satisfy multiple groups at the same 

time. A business could decide to group its prospective customers based on its value 

proposition; this will easily be termed “market segmentation”. Based on our research data 

set, our study will rely on internally known information to make decisions.  With tens of 

customers, one could achieve customer segmentation by a simple record keeping, but with 
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hundreds of customers and millions of demand activities, a reliable aid will be required – 

improvements in data science and machine learning have greatly helped how organisations 

collect, process and store large amounts of data.  

Today there exist various software solutions that enable organisations perform these 

operations and are generally called Customer Relationship Management (CRM) Solutions. 

Solutions such as; Salesforce, Oracle, Adobe, Microsoft, SAP and many others function as 

an integrated solution allowing businesses to manage multiple business operations under 

one solution. There are also role specific CRMs such as: conversation trackers - Sprout 

Social, HubSpot etc, and email marketing solutions – Mailchimp, Sendinblue, Bitrix24, 

Omnisend to mention a few. On the heels of cloud computing, CRM solutions have 

continued to grow as organisations embrace digital transformation – CRM adoption grew 

by 15.6% in 2018 and was responsible for approximately 25% of growth in Enterprise 

software adoption same year (Gartner, 2019). Our concern for this review is understanding 

how advancement in data science has supported customer segmentation. 

2.4 Segmentation Approaches 

There have been various approaches to data segmentation, each of them has proved to show 

strength for different purposes and business sectors. This segment will review four of these 

approaches based on their historic relevance and their se in our analysis. The review enabled 

us get conviction on or choice of models and investigate possible loopholes based on 

existing research.  It also helped us to understand the points of convergence for the 

possibility of applying two modules in order to balance out possible outlier issues. 

2.4.1 CHAID  

Chi-square Automatic Interaction Detector was a technique introduced by George Kass in 

1980 (Kass, 1980) and applies the use of root predictors and nodes to discover the 

relationship between variables. It is usually very effective when responses to 

correspondence is low – usually to a very small audience (McCarty and Hastak, 2007). The 

outcomes are always represented in a decision tree as shown in the fig 2.  In this technique, 

one can easily spot the relationships between split variables and the associated factors 

within a tree. The tree classification begins by identifying a target variable and then splitting 

it into nodes, while the nodes are split into child variables.  It is widely used in market 

research for determining relation  
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2.4.2 Logistic Regression 

Logistic Regression (LR) is a segmentation model widely used to describe the 

relationship between a set of outcome variables – usually referred to as “response” and 

another set of independent variables, referred to as predictor or explanatory.  Discovered 

in the 19th Century by a French mathematician, Pierre François Verhulst, and as applied 

in the description of growth in human population and the course of autocatalytic 

chemical reactions (Hosmer, 1989). According to Boateng et al,  

“LR is used when the research method is focused on whether or not an event occurred, 

rather than when it occurred (time course information is not used). It is particularly 

appropriate for models involving disease state (diseased or healthy) and decision 

making (yes or no), and therefore is widely used in studies in the health sciences.LR has 

been extensively applied in medical science research” (Boateng and Abaye, 2019).  

They also went on to allude that LR works optimally with large samples of data to 

provide sufficient numbers for the outcome variables – as the independent variables are 

increasing, so should the sample data increase. LR is very similar to linear regression in 

the sense that they share all the basic dimensional attributes, the only distinguishing 

factor is that while the outcome variables are continuous in linear regression, they are 

binary or dichotomous in LR. 

Fig 2. Analysis of South Africa Matriculation Board Image Source: (Kass, 1980) 
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2.4.3 RFM Segmentation 

RFM segmentation is a marketing technique that allows companies to do a behavioural 

customer segmentation, classifying the customer by considering the client's Recency(R), 

Frequency(F), and Monetary Value(M) of the spending. Recency is defined as how many 

days since the customer's last purchase. Frequency is defined as how often the client 

makes a purchase, and is the total number of yearly number purchases made by a 

customer. Monetary Value is the total money spent by a customer. RFM Segmentation 

has been accepted by most scholars as the most widely adopted model in customer 

segmentation. This not unconnected with its touted simplicity and the ability of decision 

makers to understand their most valuable customer and plan strategies to retain them 

(Wang, 2010). RFM represents the key measurement dimensions of the model; “R” for 

Recency, which measures how recent the customer has purchased, “F” for Frequency that 

measure how often the customer patronise the business and finally “M” for Monetary, 

which measures the monetary value of a customer’s purchase over the period. RFM is 

characterised by the following features; 

i. All customers are known and assigned unique IDs for easy identification 

ii. Dataset an only contain existing customers, hence might not be very useful or 

acquiring new customers 

iii. Datasets with incomplete data or negative values must be abandoned 

iv. Only tangible and measurable dimensions can be utilized, emotions and abstract 

dimensions cannot be measured in RFM 

v.  There must be an infinite time period in review; days, months year.  

Wei et al in their detailed review of RFM implementation noted the first step to be; sorting 

the database into the different dimensions of RFM and then dividing them into five equal 

quintiles. The study alludes that these quintiles are usually of equal size – each having 

different response rates. Recency which is noted as the most important dimension is 

defined by the period between the last purchase, which means that the lower number of 

days translates to higher recency ((Wei, et al, 2007). The quintiles are then assigned codes 

from 1 to 5 placing the 20% highest number of at the lowest number of 5 and the next at 

4 in a progressing manner. This stacking process places the most visiting subgroup in the 

highest value of recognition - 5. A review of three studies came to this conclusion. The 

process is applied to the Frequency, by assigning codes 1-5 (5 being the top subgroup 
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code) based on the number of times the customer has completed purchase and is expected 

to consider single and repeated incidents. Customers with a high Frequency score are 

likely to always return to purchase more and could be termed as the most loyal customers. 

Finally, the database is sorted based on Monetary value, stacking the entries based on the 

monetary value - in their chosen currency, of total purchases completed by each customer. 

At the end, customers get assigned three numbers with 555 being the most valued 

customers and 111 being the least valued customers. It is important to note here that 

different organisations may choose different conventions when implementing same 

model. There are instances where quartiles are used – in this case, codes are assigned 

from 1-4 and subgroups are divided into 25% size quartiles (Jha, et al 2020). The analyst 

can also choose to assign 1 or 5 as the highest, so long as the convention used are clearly 

understood by the stakeholders. 

 

 

2.4.4 K-Means Clustering 

Generally, clustering is the process that allows for the division of data points into 

homogenous sets or clusters. Items are grouped as close as possible in similarity for the 

purpose of decision making.  K-Means is an unsupervised machine learning technique 

that groups data points based on their closeness to each other. It is the most popular and 

widely used by marketing practitioners to achieve better engagements with their 

customers. It is also applied in product clustering for instance; buildings could be 

clustered based on their location, value, size etc, the ones with the closest similarities are 

retained in one cluster.  According to MacQueen, the K-means process was originally 

devised in an attempt to establish a feasible method of computing that can achieve optimal 

partitions (MacQueen, 1967). The K-means algorithm utilizes “Euclidean Distance” to 

find out value between two points (Gadde, 2021).  

Table 1. Sample illustration of a completed RFM table using quartiles 
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Although K-means has a simple appearance and can be executed very quickly, the 

behaviour of its algorithm is quite complex (Davidson, 2002). Illustrated a simple 

application of K-means in helping an organisation to decide the location of a new Pizza 

franchise, by understanding the areas where Pizza can be ordered and plotting the new 

location at the universal or closest distance to each point. Those points can ***** 

2.5 Python 

Machine Learning simply put is training machines to enable us unearth information that are 

not available in the existing data. To achieve this goal, one must be able to interact and 

speak the language of machines. The process of propagating such language is called 

programming, a simple definition was used in Southern New Hampshire University 

Website (SNHU), “Computer programming is the process that professionals use to write 

code that instructs how a computer, application or software program performs” (SNHU, 

2022). When sending instructions, it must be done with a mutual language between the 

sender and the receiver. In this case, Python is the programming language we will be using 

to instruct our machine for this purpose.   

Python is used for creating backbone structure. Python is intended to be a highly readable 

language. It is designed to have an uncluttered visual layout, it uses whitespace indentation, 

rather than curly braces or keywords. Python has a large standard library, commonly cited 

as one of Python's greatest strengths. It has a rich set of built-in structures which makes data 

analysis exciting. Python’s data structure is simple but very powerful, an analyst does not 

need to be very proficient in building software in python to productively do data analysis 

(McKinny, 2018). Python’s strong structuring constructs (nested code blocks, functions, 

classes, modules, and packages) and its consistent use of objects and object-oriented 

programming, it enables the user to implement clear, logical applications for small and large 

projects (Kuhlman, 20013). Kuhlman also highlighted the fact that Python represents block 

Fig 3. Euclidean Distance Equation Image Source: (Gadde, 2021) 



 

15 
 

structures with indentation, where indent one level shows the beginning of a block and 

outdent one level shows the end of a block. 

 

  

2.6. Data Mining 

Institutions require a fair amount of data to make decisions. It could be a small retailer who 

remembers that a certain customer needs two books every fortnight or a supplier who 

remembers that her client prefers the rose fresh and leafy – regardless of the size of the type 

of business, such individuals act on a pre-stored information. The more information stored; 

the more queries required for decision making. These complexities gave rise to the advent 

of data mining (Han and Kamber, 2006). According to their study, data mining is; “the 

process or method that extracts or “mines” interesting knowledge or patterns from large 

amounts of data” (Han and Kamber, 2006, p. 3). Each entity could decide how their data 

get to them and how they keep it. As computing evolves, various means have been used to 

store data: data warehouse, independent database, online or offline locations to mention a 

few.   

Data mining ensures that an organisation is not limited in the kind of data they collect, at 

the same time make use of only relevant information – saving time and resources. Usually, 

an organisation would store historic data in their chosen format and location, then set up a 

master repository which will contain all the required knowledge base needed for that focus 

operation. A server is then set up to fetch this information from the data location for 

comparison with knowledge base – using a match of key words. Pattern evaluation modules 

guide the search to understand patterns. Functional modules present in data mining engines 

can perform functions such as; association, classification, cluster deviation analysis, and 

evolution. Finally, a graphical interface that will enable the user interact visually with the 

data mining system.  

Fig 4. Illustrating Python indentation Image Source: (Kuhlman, 2013) 
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3. METHODOLOGY 

For this research methodology a secondary dataset was obtained from the database of an 

online retail company base in United Kingdom who sells gift items, the research employs 

qualitative methods to analysis the dataset, Fig 5. gives a diagrammatic expression of our 

approach. The proposed research methodology includes four major steps, the first phase 

was sourcing data and exploring analytic models – this was concluded as part of the pilot 

study, the next phase is data pre-processing phase in this phase we clean up the data and 

ensure it is readable for a K-means approach. The processed data is then analysed using 

RFM segmentation, the RFM segmentation is a marketing technique that allows companies 

to do a behavioural customer segmentation, classifying the customer by considering the 

client's Recency(R), Frequency(F), and Monetary Value(M) of the spending and K-means 

cluster, K-Means which is an unsupervised machine learning technique that groups data 

points based on their closeness to each other. Finally, we present the results for 

interpretation. 

This research complies with all ethical and professional standards in accordance with 

university guidelines (Appendix B). 
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3.1 Understanding the Dataset 

The data set is an open data collected between January, 2010 and December 2011 by a UK 

based gift company accessed via University of Chicago Irvine, machine learning repository 

(UCI, 2012).  

 

 

The dataset contains 541909 rows and 8 columns; 

“Invoice No: Invoice number. Nominal, a 6-digit integral number uniquely 

assigned to each transaction. If this code starts with letter 'c', it indicates a 

cancellation. 

Stock Code: Product (item) code. Nominal, a 5-digit integral number uniquely 

assigned to each distinct product. 

Description: Product (item) name. Nominal. 

Quantity: The quantities of each product (item) per transaction. Numeric. 

Invoice Date: Invoice Date and time. Numeric, the day and time when each 

transaction was generated. 

Unit Price: Unit price. Numeric, Product price per unit in sterling. 

Customer ID: Customer number. Nominal, a 5-digit integral number uniquely 

assigned to each customer. 

Country: Country name. Nominal, the name of the country where each customer 

resides” (UCI, 2012) 

3.2 Implementation 

The major tool for this project is python programming language which is a language that 

provides great libraries to deal with data science application. As pointed out in 2.5 above, 

one of the main reasons why Python is widely used in the scientific and research 

Table 2. Dataset Structure    Data Source: (UCI, 2012) 
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communities is because of its ease of use and simple syntax which makes it easy to adapt 

for people who do not have an engineering background. Our core editor was Jupyter 

notebook a web-based editor that provide a way to run python code as fast as it will be in a 

console while giving the ability to write snippets of code. 

 

 

After getting the data, the first step was data wrangling and cleaning. Python library called 

Pandas because it provides us the ability to view the data as tables and perform filtering, 

sorting and other data cleaning function needed to clean and explore the data. Kuhlman is 

also of the opinion that Pandas should be viewed more as much about learning techniques 

for cleaning, exploring and finding aspects as well as the view and display of data. He said, 

“Pandas contains and provides such a rich set of techniques for working with your data that 

you should expect to take a reasonable amount of time learning to do the tasks you need, 

rather than just quickly learn some small set of functions”. (Kuhlman, 2018) 

The next step was data exploration and analysis. For the step, we made use of an analytical 

library called Numerical Python (NumPy). McKinny positioned it as one of the most 

important foundational packages for numerical computing in Python because most 

computational packages that provide scientific functions are seen to be using NumPy’s 

array objects for data exchanged (McKinny, 2018) NumPy is a Python library used for 

Fig 5. Implementation Approach   
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working with arrays. It also has functions for working in domain of linear algebra, fourier 

transform, matrices, etc. We also implemented feature Engineering using “anonymous 

function. Feature engineering is can be described as a process of extracting and arranging 

the most important features from raw data for ease of alignment with the machine learning 

model (Screemany, 2021) 

For the visualization of the data, we made use of various libraries like Plotly, Seaborn, 

Matplotlib, and WordCloud. These libraries provide us with various plot styles and 

visualizations. Plotly provides an exciting interactive interface which provides for 

highlighting information – regardless of object size. 

Two different customer segmentation algorithms; of which the first one is RFM. RFM 

segmentation is a marketing technique that allows companies to do a behavioural customer 

segmentation, classifying the customer considering the client's Recency(R), Frequency(F), 

and Monetary Value(M) of their spending. Recency is defined as how many days since the 

customer's last purchase. - Frequency is defined as how often the client makes a purchase, 

and is the total number of yearly number purchases made by a customer. - Monetary Value 

is the total money spent by a customer. RFM was reviewed earlier in this study and it was 

chosen as a first aspect of segmentation to enable of achieve the type of simple alignment 

towards interpreting our result in combination with K-means. 

For Product Description Categorization - The product description feature is a categorical 

feature, therefore text pre-processing was performed on it using Natural Language 

Processing (NLPs) techniques like: Stemming, Removing Stop words, and finally, using 

TF-IDF Vectorizer to convert/encode each word in text to numeric values. In general, NLPs 

as applied to Artificial Intelligence (AI), is a branch of computing that empowers computers 

to understand text and voice as much as humans (IBM, 2020) 

Truncated SVD algorithm was used to decompose the dimension of resulting sparse matrix. 

By doing this, I was able to reduce the shape of the features in the data from (3871, 1694) 

to (3871, 100). In essence, the dataset with a sample size of 3,871 observations and 1694 

features to 100 features. Afterwards, I then segmented each of the 3,871 product 

descriptions in the dataset into 245 clusters using K-means clustering algorithm, The right 

number of optimum clusters (245) was determined using a metric called Silhouette Score. 
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A manifold algorithm called t-SNE (t-Distributed Stochastic Neighbour Embedding) was 

then used to visualize high dimensional data. 

 To get insight of how and where each product description was categorized, WorldCloud 

and Matplotlib visualization libraries was combined to randomly show 12 out of the 245 

clusters of the product descriptions in our dataset. 

Performing customer segmentation with K-means, the dataset was grouped by Invoice and 

CustomerID columns respectively, then both data frames were concatenated after the 

concatenation, the K-means algorithm was used to perform customer segmentation. This 

time, we used the Elbow method to determine the right/optimum number of clusters to be 

formed, further use of KElbow Visualizer was use to reverify the right number of cluster 

(which is 6).  Based on the clusters gotten from our clustering algorithm (K-means) Each 
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customer was then profiled so we can identify which cluster each customer actually falls 

into with ease. 

For Cluster Interpretation, Snake Plot and Feature Relative Importance plots was used to 

interpret each cluster respectively. 
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4. Results 

We have successfully performed a complete analysis using python-based algorithms and 

will present our findings as follows; 

Having imported the relevant base libraries into our programme, we have the following fig 

 

 

The dataset was stored as a .xls, but it is preferrable to work with .csv format to allow us 

have the dataset on my local machine, table XX reflect the data frame to be used; 

 

 

The first five instances was shown using the (.head method). It is also noted that Python 

reads from integer “0” (zero index) which means that our instance number “1” will be 

reading “0” and replicated across other instances. Our attributes are also consistent with the 

definitions listed in 3.1 above. 

To get further insight into the data set we apply df.info () 

Fig 6. Imported libraries 

Table 3. Dataset in .csv format 
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From the information one would notice that all the columns do not have equal number of 

entries, which could only mean that there are empty cells or missing values. 

 

4.1 Exploratory Data Analysis 

4.1.1 Descriptive Statistics 

The Exploratory Data Analysis is performed, first point is descriptive statistics. 

Applying, .describe 

 

 

We have only two columns present; this is because Quantity and Unit Price are the 

important numeric columns (.int). It is also realized that the minimum values of both 

attributes are negative. As our goal is customer segmentation and market basket 

analysis, it's important that these records are removed, but first we will have to 

investigate to find out what happened.  

 

Fig 7. Classifying Column Descriptions 

Table 4. Identified columns with Numeric values 

Table 5. Outcome of negative value exploration 
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Interestingly, various things can be pointed out here: 

• The stockcode values aren't only numerical, there are special values like “D “which 

means Discount 

• The InvoiceNo aren't also only numerical since there is a C before the other numbers 

for every negative value in the quantity column, which mean that the order was 

cancelled. 

The InvoiceNo will later be checked for patterns. 

 

 

Of the 38 target markets penetrated by the retail store, it appears the store has more 

historical data of customers from The United Kingdom. The most purchased product 

from the store also, appears to be a white hanging t-light holder. 

 

4.1.2 Data Quality Check 

 

 

Table 6. Identifying country with highest data frequency 

fig 8. Cells with missing values 
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From the above table, we could tell those two features, “Description” and 

“CustomerID” have some missing values. About 25% of the entries are not assigned 

to a particular customer. This can most likely be attributed to the store's negligence in 

proper information capture on their customers and their purchased product. 

After investigations, it’s become evident it's impossible to impute values for the 

CustomerID. 

 

 

 

There were also 5225 duplicate rows in the dataset, these were also dropped and only the first 

in each set of repeats retained. 

After removing missing values and dropping duplicate rows in the dataset, the size of the data 

reduced from $541,909$ rows to $401,604$ rows 

4.1.3 Countries 

Where Was Each Order Made From? 

First, we had to rename certain countries to reflect conventions. 

• Rename: EIRE to Ireland, RSA to South Africa, and USA to United States 

• Keep: European Community and Unspecified even when they clearly aren't a legit 

country 

• Keep: Channel Islands regardless even though it has no Alpha-3 code and not a 

country but a British-dependent island off the coast of France. 

 

 

 

 

 

Table 7. Cells with missing values eliminated 
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Top Five Countries 

 

 

The total number of countries in our dataset is 37. The plot of the top order locations is 

represented in fig 9 

4.1.4 Products and Customers 

i. What are the number of users and products in the dataset? 

 

 

There are $4372$ customers that purchased $4070$ different products from the retail 

store. The total number of transactions carried out amount to $25900$ orders. 

 

 

 

Fig 9. A plot of top order locations 

Fig 10. A plot of customers Products, transactions recorded 
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ii. Order Cancellations 

 

           

The number of cancelled orders is 3654, which is 16.47% of the entire dataset. 

iii. 1.4.3 InvoiceNo + InvoiceDate (Order Cancellation) 

• Further investigation on InvoiceNo 

• Product Purchase Made Per Transaction 

• Who cancelled an order 

Here the instance count is increased to “10” to get a wider understand per view.  

Table 9 below shows canclled orders by customer ID , while fig. 11 show cancelled 

orders by product volumes. Invoice number cell 2 to 8 shows repeated customer ID, 

applying slicing to sort data, Table 10 provides that information on top five cancelled 

products  

 

 

Table 8. Order cancellations 

Table 9. Cancelled Orders by CustomerID 
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We have thus, encountered a Null Hypthesis – for each cancelled order in the 

database, there is another counterpart heirin. 

It is important to check if this assertion above holds true for all entries. To do this, 

we decide to locate the entries that indicate a negative quantity and check if there is 

systematically an order indicating the same quantity (but positive), with the same 

value in its (CustomerID, Description and UnitPrice) columns: 

Fig 11. A comparison of top 10 cancelled products 

Table 10. Top 5 cancelled products 
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It may appear that our hypothesis is not verified, we can conclude that cancellations 

do not necessarily correspond to orders that would have been made beforehand. 

Probing further; 

  

 

Again, our hypothesis is not fulfilled. Hence, cancellations do not necessarily 

correspond to orders that would have been made beforehand. 

i. Top Ordered Products (Not returned) 

Fig 12. Null Hypothesis verification A. 

Fig 13. Null Hypothesis verification B. 



 

30 
 

 

 

4.1.5 Stockcode 

Above, it has been seen that some values of the StockCode variable indicate a 

particular transaction (i.e., D for Discount). Let us investigate the contents of this 

variable by looking for the set of codes that would contain only letters: 

 

 

These result shows specific operations, which do not necessarily characterize our 

customers, hence they will be dropped from the transactions list. This was achieved 

by implementing conditional selection to drop all the values that contain; Post, C2, 

M, Bank Charges, PADS and DOT. 

4.2 Feature Engineering 

4.2.1 Purchase Date 

Our date data type still reflects as “O” which could be because Pandas software is 

recognising it as a string – but it is a legit date when each customer was issued an 

invoice which can be very useful to the performance of our model. Hence, the need 

to convert it to date time object so that Pandas can recognise it as a date - time. A 

Fig 14. Top ordered products (not returned) 

Fig 15. Exploring store coded that contain only letters 
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new column was also created in our data frame and names “Purchasedate”. One 

specific extract was the day of purchase and it was plotted against value. 

 

 

Based on the above plot, customers made most of the purchase on Thursdays and the 

least on Fridays. 

4.2.2 Week, Day, Month 

Applying the anonymous function, we are able to extract the week, the day and 

month of purchase from the InvoiceDate as shown below 

 

 

 

 

 

 

 

Fig 16. Plotting Purchasedate against value of purchase 

Fig 17. Extracting; weekday, day, month and time of purchase 
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4.2.3 Total Price 

Applying the same function, we can generate total price per product 

 

 

From table 11, we can see that each entry in the data frame indicates prizes for a 

single kind of product. Hence, orders made by customers are split on several lines. 

Let's collect all the purchases made during a single order by each customer to recover 

the basket 

 

 

With the newly engineered Total Price feature, we can also visualize, Revenue per 

Country (fig. 19) & Invoice Per Country as seen in fig. 20 

 

Table 11. Total Price per product 

Fig 18. Generating total purchase per single order 

Fig. 19 A plot of total revenue per country 
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. 

Interestingly, Netherlands is the second country by revenue but the fifth in terms of 

number of invoices generated. 

4.3 Data Pre-processing  

 

            

Label Encoding 

We proceed to encode the country feature, assigning each country an integer.  

 

 

Fig. 20 A plot of total invoice per country 

Fig. 21 Imported libraries form data pre-processing 

Table 12. Country names converted to numbers (codes) 
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4.4 RFM Segmentation 

As discussed in 2.3.4, this process will help us classify our customers taking 

into account: Recency - how many days since the customer's last purchase, Frequency - 

how often the client makes a purchase, and is the total number of yearly purchases made by 

a customer, and Monetary Value is the total money spent by a customer. 

 

 

Since the last order was placed on 9th December 2011, instead of using today's date to 

compute recency, 10th December 2011 is used to calculate recency; that is, a day after 

the last invoice date. entry in the database was recorded instead. 

Calculating Frequency and Monetary Dimensions 

How often does a customer patronize the store, and what's the monetary value of their purchase? 

 

 

 

 

 

Fig 22. Generating dates for first and last orders placed 

Fig 23. Generating the Frequency and Monetary value  



 

35 
 

A brief detail of the first customer 12346.0 

 

 

Interestingly, customer 12346.0 has shopped only once. This customer bought one 

product at a huge quantity (74,215). Although the unit price is very low though; perhaps 

the customer purchased those products during a promo or clearance sale 

Adding Quantiles 

 

 

We then assign scores to all customers the dataset returned 4335 rows × 7 columns 

KNOWING EACH CUSTOMER'S SEGMENT 

Now that we've performed customer segmentation using RFM, fig 26 and 27 can readily 

answer these questions for the retail store: 

Who are our best customers? 

Which customers are at the verge of churning? 

Who are lost customers that we don’t need to pay much attention to? 

Fig 24. First customer as listed on the RFM table 

Fig 25. Generating RFM quantiles – and resulting illustration 



 

36 
 

Who are our loyal customers? 

Which customers must we retain? 

Who has the potential to be converted into more profitable customers? 

Which group of customers is most likely to respond to our current campaign? To all the 

customers and determine who are our best customers and the most frequent.  

 

 Fig 26. Sample results from customer group analysis 
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4.5 Product Description Categories 

We are focusing now on cleaning the description column to ensure there no repeated 

products using stemming library, then remove overly repeated words (0 to 0.30) using 

“stopword”  

Fitting and transformation resulted in 3871 rows and 1694 columns. These columns have 

seemingly increased much and may lead to a problem of multicollinearity. Hence the need 

to decompose/truncate the variables which reduced it to; 3871 rows and 100 columns. 

Fig xx contains imported libraries that will aid in our product categorization which include, 

clustering algorithms, visualizations libraries and randomization. We are using silhouette 

score to determine the number of categories to place our products 

 

 

Fig 27. Result of customers likely to churn 

Fig 28. Imported libraries to support product categorization 
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In order to achieve a silhouette score for our distribution, which allow us to know the 

optimum number of clusters to choose. 

 

 

The silhouette curve  

 

 

Fig 29. Generating and result of n_clusters  

Fig 30. A plot of the Silhouette 
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Fig 31. Generating the clusters – and ACP with 225 clusters 

Fig 32. Cluster output represented with TSNE 
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Randomizing 

 

 

From this representation, we can see that for example, one of the clusters contains objects 

that could be associated with gifts (keywords: Christmas, decoration, tree, ...). Another 

cluster would rather contain love and romance items (keywords: Candle, Scented Votive, 

Dinner, Lavender...). Nevertheless, it can also be observed that many words appear in 

various clusters and it is therefore difficult to clearly distinguish them. 

Note: The WordCloud displayed above will randomly change for each run. 

 

 

 

 

 

 

 

 

Fig 33. Randomized output presenting with WordCloud 
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Plotting product category clusters 

 

 

4.6 Creating Customer Categories 

Dictionary comprehension is then performed 

 

 

Fig 34. A plot Product Category Clusters 

Fig 35. Dictionary comprehension of data frame 
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4.6.1 Grouped by Invoice 

 

 

4.6.2 Grouping by Customer 

 

 

Both outcomes of Group by Invoice and Group by Customer were then merged to 

achieve fig. 37 

Table 13. Outcomes grouped by InvoiceNo 

Fig. 36. Outcomes grouped by Customer 
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4.6.3 Clustering with K-Means 

Before K-means is applied, it is important to ensure that the dataset follow a standard 

normal distribution.  to, hence the use of scaler to scale X1 and then concatenate X1 

and X2 column wise. Then make use of  

 

Fig. 37. Merging the outcomes in Table 14 and Fig. 36 

Fig. 38. Normalizing the dataset for K-means clustering 
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From the above elbow plot, we can see that the number of clusters are 6. To further 

reverify this claim, we utilize KElbowVisualizer sourced from yellowbrick  

 

 

Fig. 39. Elbow plot for standardized dataset 

Fig. 40. Confirmatory exploration using KElbow Visualizer 
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The KElbow Visualizer affirms our earlier position of 6 clusters. 

 

 

Since we have established our number of clusters, we then proceed to input the values 

into our algorithm to determine the exact number of customers in a cluster from the 

activity in fig. 42 and represented in a plot shown in fig. 43. Machine learning provides 

the predictions and centroids have been confirmed 

Fig. 41. Confirmatory KElbow visualizer plot 

Fig. 42. Inputting our generator number of clusters 
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b 

Cluster 1 – 1015 customers 

Cluster 2 – 16 customers 

Cluster 3 – 3004 customers 

Cluster 4 – 1 customer 

Cluster 5 – 1 customer 

Cluster 6 – 298 customers 

4.6.4 Profiling 

Now that we've formed the clusters, let's now segment the customers in their respective 

clusters to know who the star customers are and those who needs more attention from 

the organisation. This is the converging point for RFM Segmentation and K-means 

Clustering in our analysis. 

A new column is then introduced to the data frame called “Clusters” and then a 

concatenation of df and df 2 is executed to achieve our new data frame as seen in Table 

15 

 

 

Fig. 43. Representing customers per cluster 

Table 14. Data frame with additional “Clusters” column 
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We are also able to establish table 16, which will become very useful for our cluster 

interpretation.  

 

 

Using Plotly to represent these key features, which presents us with a unique image 

that not only represents the clusters but also tells us about the actual behaviour of the 

customers in a simplistic way that can easily be understood. 

 

Table 15. Merged critical features of RFM and K-means outcomes 

Fig. 44. A 3-Dimensional representation of merged features 
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4.6.5 Interpreting the Clusters 

With the intention to generate a snake plot for this cluster, which will aid in the 

interpretation, we decide to melt the data frame and reflect the strongest attribute of 

each customer which generates table 17 

 

 

As indicated above, customer 12346 belongs to cluster 3 and has a strong attribute of 

“Recency”. We then proceed to discover the mean and standard RFM feature for each 

cluster. 

 

 

Table 17. Mean and Standard Deviation of RFM per Cluster 

Table 16. Indicative prevalent attribute for each customer 
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From the above heatmap we can see the following; 

• Customers in cluster 1 have the highest Frequency (Loyal Customers).  

• Customers in cluster 4 have the highest Monetary Value (Big Spenders) followed 

by cluster 1 and cluster 3 respectively.  

• Customers in cluster 4 have the lowest Recency (Best Customers) followed by 

cluster 1.  

 

 

 

 

 

 

Fig. 45. Heatmap 
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• Cluster 4 is the most important cluster for the business, and it's compound by 

just 1 customer. They have the lowest Recency mean (1 day has passed since 

their last purchase), the highest Frequency (On average they've purchased 

products from the store 3 times), and Monetary Value (On average they spent 

$168,472.5). The customer(s) in this cluster could be called the Gold 

Customers, Big Spenders or the best customers. 

• Cluster 1 is compound by 16 customers. They have the 2nd lowest Recency 

mean (7 days have passed since their last purchase), Frequency (On average 

they've purchased products from the store 2,221 times), and Monetary Value 

(On average they spent $106,391.47). The customer(s) in this cluster could be 

called the Silver Customers or Loyal Customers  

• Cluster 3 is also compound by 1 customer. They have third lowest Recency 

mean (326 days; almost a year, have passed since their last purchase), 

Frequency (On average they've purchased products from the store once), and 

Fig. 46. Snake Plot representing Table 18. 
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Monetary Value (On average they spent $77,183.6) The customer(s) in this 

cluster could be called the Almost Lost customers 

• Cluster 5 is compound by 298 customers, a Recency mean (93 days has passed 

since their last purchase), Frequency (On average they purchased a product 

from the store 80 times), and Monetary Value (On average they've spent 

$2,015.70). 

• Cluster 2 is compound by 3004 customers. They have a Recency mean of 41.77 

(41 days has passed since their last purchase), Frequency (On average they 

purchased a product from the store 101 times), and Monetary Value (On 

average they spend $1,878.72).  

• Finally, Cluster 0 could be called lost customers, 255 customers belong to this 

cluster, they have 2nd-to-the highest Recency (246 days has passed since their 

last purchase), lowest Frequency (On average they've patronized a store 27 

times) and lowest Monetary Value (On average they spend $536.90) The 

customers in this cluster could be called Lost cheap customers 

The result from our clustering model revealed that: 

Customers in cluster 5, cluster 2, and cluster 0 needs serious marketing attention. 

While customers in cluster 1, cluster 3, and cluster 4 are the best customers the 

retail store has got. 

With proper Supplier Relationship Management (SRM) in place, the retail store 

can focus more on improving the experience its best customers (cluster 1, cluster 

3, cluster 4) get from the products they purchase. 
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5. Discussion and Recommendations 

As organisations struggle to keep up with the ever-changing world of retail business the 

exercise we have successfully concluded and document can provide great insights on how 

the business in question can survive and thrive 

The first thing to note from our results is that most of the customers are in the United 

Kingdom and the highest spenders according to Table 14 are all based in the UK with 

country code 34. This is not surprising because delivery and returns will be easy which will 

be a result of proximity to source. Location is a critical function in supply chain 

management. There has been extensive research and documentation on the role of location 

in Operations. One of such reviews is Melo, et el who alluded that location is critical role 

in the design of supply chain networks (Melo, et al, 2009) 

Regardless of the level of advertisement of promotional efforted that this retail organisation 

embarks on, their customer segmentation may remain the same unless they consider a 

review of their supply chain. Based on our review in chapter two, we can see that fig 1. 

May yet hold the key to realigning the current segmentation of this business – unless it does 

not have any interest of going global. But it is already a global business with customers in 

37 countries. Their ability to review their processes will definitely increase the Frequency 

feature of the clusters and ultimately increase the number of best customers. 

More so, with SRM, the retail store can find new ways to involve key suppliers who can 

help the company gain a competitive edge. This approach can easily be used to develop a 

two-way, mutually beneficial relationships with strategic supply partners to deliver greater 

levels of innovation and competitive advantage that could not easily be achieved by 

operating independently. 

The number of cancelled orders is 3654, which is 16.47% of the entire dataset. If this be the 

case, feeding this information into the supply chain will provide the required information 

to determine re-purposing of inventory, rather then have a situation where such products 

might be sold at a discount – consider the fact that it is a unique gifting product business. 

This case may not be resolved by marketing efforts, rather a well aligned supply chain. 
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6. Conclusions 

First, I would like to say that this has been an interesting experience, a learning journey into 

what makes the retail sector thick as well as deeper understanding of the trends that has 

shaped the application of intelligent computing in the sector. The thought of mainstreaming 

customer segmentation into the core operations of a retail business instead of treating it as 

a marketing insight created a new industry understanding.  

The decision to apply both RFM Segmentation and K-means as a joint approach is to get 

more insight and understanding of the dataset, after clustering the customers base on 

similarities in behaviour using k-means, we can also determine who are best customers, 

loyal customer etc  by incorporating  the quartile table from RFM which can be used to 

personalize market offer. 

Also the world is fast-changing and organisations are forced to change and adapt in order 

to remain competitive, the role of the supply chain and the way organisations are engaging 

with suppliers is also changing. In order to determine how purchasing and the supply base 

can add value to the competitiveness of an organisation, the landscape that the organisation 

operates in, needs to be understood also with proper Supplier Relationship Management 

(SRM) in place, the retail store can focus more on improving the experience of its best 

customers (cluster 1, cluster 3, cluster 4) get from the products they purchase. 

Furthermore, with customer segmentation analysis which we have done, it is easy to 

identify customers in cluster 2, cluster 5, & cluster 0 who require extra attention. It can also 

help create targeted strategies that capture customers’ attention and create positive, high-

value experiences with the company, also with Supply Relationship Management, the retail 

store can find new ways to involve key suppliers who can help the company gain a 

competitive edge. This approach can easily be used to develop a two-way, mutually 

beneficial relationships with strategic supply partners to deliver greater levels of innovation 

and competitive advantage that could not easily be achieved by operating independently. 
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Limitations 

Considering the fact that we are conducting a controlled activity based on finalized 

numbers, our results will be reporting within a set of limitations. 

i. Study is limited to an occasion gift company based in the United Kingdom (UCI, 

2022)  

ii. Our dataset is limited to 8 variables as provided by our dataset in eight columns, 

any new information provided will have these variables as a decision source. 

iii. Recommended outcomes will be limited to international retailing businesses 

who transact on tangibles.  
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