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ABSTRACT 

A major factor causing global warming and climate change is carbon emissions. 

Since the UK intended to attain net zero carbon emissions by 2050, accurate and 

steady carbon emissions prediction is helpful for developing emissions reduction 

plans and attaining carbon neutrality as soon as possible Although many prior 

studies used one or more models to anticipate carbon emissions, there has been 

little progress in forecasting accuracy and few studies on UK carbon emissions. 

Based on UK carbon emissions data from 2005 to 2019, the proposed stacking 

ensemble model was created by combining three separate base predictive models 

optimally: random forest, support vector machine and k-nearest neighbour 

learning models using gradient boosting as meta-regressor. The GridSearchCV 

optimises the basic model hyperparameters to create a high-performance stacking 

ensemble model. The data analysis identifies three high carbon emitting sectors 

as being the industrial, transportation, and domestic sectors. The findings 

indicate that the proposed model accurately forecasted the carbon emissions, 

with a very low prediction error value. This suggests that the variation between 

the expected and actual emissions was minimal. The root mean square error for 

the suggested model was 0.44. Based on the values of the root mean square error, 

it can be shown that the stacking ensemble model surpasses the random forest- 

0.49, gradient boosting- 0.46, k-nearest neighbour- 0.67, and support vector 

machine- 2.71 models in terms of accuracy. As a result, the proposed model 

significantly outperforms other models at forecasting, and the results can provide 

a useful guide for decision-makers as they develop environmental and climate 

change policies that are linked to the carbon peaking and neutrality targets. 

However, this study offers a model that is simple to duplicate and use. The model 

is effective and adaptable to various environmental data types and can also be 

used to conduct research on other socioeconomic-related issues. 
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1. INTRODUCTION 

1.1 Background 

One of the many conditions supporting lives on a planet is the temperature range 

that is suitable for life. The atmosphere contains specific gases that act as 

insulation for the Earth's surface from the cold of space. This planet's warmth and 

habitability are caused by the ability of these gases to absorb infrared radiation 

from sunlight during the day and radiate it at night. The greenhouse effect is the 

process of producing and absorbing light at different times of the day and night, 

and the gases that exhibit this phenomenon are known as greenhouse gases (GHG) 

(Amarpuri et al. 2019). 

Carbon dioxide, methane, nitrous oxide, water vapour, and ozone are the main 

GHGs present in the earth's atmosphere. Despite being essential for life's survival, 

GHGs have a negative impact on climate change due to their rising atmospheric 

concentration. The earth's average temperature has sharply increased, rendering 

some areas uninhabitable (Amarpuri et al. 2019). 

Over the past few decades, the global greenhouse effect has gotten worse, 

interrupting the global carbon cycle, which might lead to adverse consequences 

on global warming, as well as other environmental, physical, and health problems. 

The long-term advancement of human society and the green economic recovery 

depend on halting global warming (Ritchie and Roser, 2020; Chen, Qi and Tan 

2022).  

The Paris Agreement, which was ratified in December 2015, aims to cut GHG 

emissions and stop global warming. Most nations have set goals for minimising 

global warming (Qiao et al. 2020). The Intergovernmental Panel on Climate 

Change discovered that over the previous three decades, gas emissions increased 

as a result of a 0.85°C rise in average land and ocean temperatures (Kadam and 

Vijayumar 2018). 

The UK's GHG emissions in 2021 were 447 MtCO2e, a 47% decrease from levels in 

1990. Emissions in 2020 decreased 10% from those in 2019 but increased 4% from 

those in 2020 as a result of the COVID19 pandemic reaction (CCC 2022). 
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Due to rising population densities and costly infrastructure that emits these 

pollutants, our society is progressively becoming more vulnerable to extreme 

weather events. Economic activities are commonly cited as the main cause of CO2 

emissions. Large-scale CO2 emissions are inextricably related to a country's 

economy's rapid expansion (Acheampong and Boateng 2019, Guo et al. 2021, 

Shahbaz et al. 2020). An increase in carbon emissions will have a detrimental 

influence on a number of economic activities, including agriculture, industrial 

output, population growth, and immigration (Xu et al. 2021). Energy generation, 

industry, trade, transportation, and public and domestic processes are some more 

economic activities that release carbon dioxide. Other natural factors include 

respirations and volcanic eruptions (Qader et al. 2021). 

Studies to date indicate that CO2 is the predominant greenhouse gas (GHG) in the 

atmosphere, making up around 99.4% of its parts per billion (ppb). It accounts for 

over 72% of global warming, excluding water vapour. CO2 intensity in the 

atmosphere has increased during the previous 150 years, rising from 280 

parts/million to 400 parts/million. Countries around the world have agreed that 

promoting low-carbon production and lowering CO2 emissions are the common 

goals for future sustainable development (Gao et al. 2021). 

According to UK government website, a long-term alteration of the world's typical 

weather patterns is climate change and with each of the last three decades 

warming more than the one before it, 17 of the 18 hottest years ever recorded 

have happened in the twenty-first century. The UK is already being impacted by 

increasing temperatures. The most past decade has been 0.8°C warmer than the 

average between 1961 and 1990. All 10 of the UK's hottest years have occurred 

since 1990, the last nine since 2002. 

The article also mentioned that even if global temperature increases are 

restricted to 2°C or less, the UK is expected to have impacts. In a world where 

the temperature rises by 2°C, water levels in the UK may drop by 30% during "dry" 

seasons and rise by 5-20% during "wet" seasons. Extreme weather conditions are 

predicted to happen more often in the UK due to rising temperatures. 

Due to the world's increasing CO2 emissions, two serious threats—global warming 

and climate change—have become increasingly imminent (Nguyen, Huynh and 
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Nasir 202; Shahbaz et al. 2021; Mason, Duggan and Howley 2018). It is undeniable 

that poor air quality endangers the health of people and has detrimental effects 

on the environment and the oceans (Qiao et al. 2020; Qader et al. 2021). 

Urbanization and industrialisation have also boosted the world economy while 

simultaneously causing climate change and global warming (Qader et al. 2021). 

Due to the irreversible effects, international cooperation is required to address 

these important concerns and maintain sustainable progress (Fang et al. 2018). 

Environmental issues like climate change, rising sea levels, glacier melt, 

desertification, unpredictable seasons, severe weather events have become 

increasingly common in recent years, posing a rising threat to human existence 

on Earth (Fang et al. 2018; Amarpuri et al. 2019; Shabri 2022). The likelihood of 

floods is expected to increase as a result of more regular heavy rainfall incidents, 

rising sea levels, and an increase in heat waves and droughts in frequency and 

severity throughout the next century. Wildfires are more likely, and there will be 

more deaths from heat-related causes. 

In order to attain "zero emissions" of carbon dioxide, countries must neutralize all 

their direct or indirect greenhouse gas emissions produced over a given time 

period by planting trees, conserving energy, and cutting emissions. Increasingly 

more nations are now adopting carbon-neutral aims in their national policies (Liu 

and Zang 2022). 

The climate change committee's (CCC) report predicts that achieving net zero CO2 

globally will minimise or stop the consequences of climate change. But if we can 

limit temperature increases in the future, we can finally reach net-zero global 

emissions of GHG. If greenhouse gas emissions are decreased globally by 3–4% 

annually, we still have an opportunity to keep the temperature increase to 1.5°C.  

The report pointed out the UK government declared in 2019 a compelled objective 

to achieve net zero GHG emissions within the UK economy by 2050. As the UK 

needs to reduce emissions by almost a third to meet the sixth carbon budget by 

the middle of the 2030s, the current policy would not result in net zero emissions. 

As a result, delivery must be actively monitored since the plan must be founded 

on an honest evaluation. 
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In line with earlier predictions, the UK climate forecasts for 2018 (UKCP18) show 

a greater possibility of severe weather, rising sea levels, warmer, more wet 

winters, hotter and drier summers in the UK. If the UK is to decarbonize in a 

manner that enhances business potential, safeguards energy sources and treats 

people fairly, significant reforms must be done. 

Recent research from Microsoft and PwC indicates that using artificial intelligence 

(AI) for environmental purposes might reduce global GHG emissions by 1.5 to 4.0% 

by 2030. As a result of these applications, global greenhouse gas emissions might 

be reduced by 0.9 to 2.4 gigatons of CO2e, accelerating the change to a low-

carbon society (Herweijer, Combes and Gillham 2018). 

Creating climate forecasts and projections is one of the keyways Data Science (DS) 

is being used to combat climate change. These forecasts and predictions aid in 

decision-making as well as helping the general public realize the severity of the 

problem. World leaders may now monitor in real-time how decisions affect carbon 

emissions thanks to DS and ML. We can gain a greater understanding of the 

environmental, economic, and social effects of our changing climate thanks to 

these tools. Data scientists may help turn vast scientific data sets into useful 

scientific information, which will allow organisations to come up with effective 

climate change solutions. In a topic as complex as global climate, there are bound 

to be uncertainties and ambiguities in the Data. DS helps sort through and clarify 

the ambiguity, so we use the best Data when making decisions (Rauch 2022). 

AI's greatest strength is its capacity for experiential learning, enormous data 

collection from its environment, intuitive connections that people miss, and the 

recommendation of appropriate actions based on its findings. AI can be used by 

businesses to monitor emissions, collect data from new sources, determine the 

degree of certainty of the results, predict emissions to more precisely meet 

reduction targets, and reduce emissions to save costs (Degot et al. 2021). 

Forecasts of carbon emissions could be used to predict global warming in the 

future, provide guidance for policymakers, as well as to estimate the costs of 

reducing CO2 and foresee the advantages of limiting temperature rise (Qiao et al. 

2020; Gao et al. 2021; Shabri 2022). The knowledge of the anticipated outcome 

will encourage businesses to conduct additional research and look for alternate 
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methods of production to reduce carbon emissions, as well as assist individuals in 

understanding the impact of their daily actions that generate carbon emissions. 

People will be inspired to incorporate carbon emission reduction techniques into 

their lifestyles as a result of becoming more aware of them. 

 

1.2 Problem Statement  

Numerous issues caused by climate change, including those affecting agricultural 

and industrial productivity, population expansion, healthy development, and 

migration, have a negative impact on people's ability to live normal lives. The 

natural environment, which is essential to human life, has been severely damaged 

by the adverse effects of climate change, some of which are irreparable. CO2 

emissions, on the other hand, are the primary factor in the global warming impact 

that resulted in dramatic climate change. Researchers are more interested than 

ever in studying CO2 emissions as the severity of climate issues has drawn human 

attention to them (Wen and Yuan 2020). 

By making forecasts that are more accurate or by streamlining operations across 

various industries, AI and DS have enormous potential to cut carbon emissions. For 

example, DS can be used to forecast severe weather, optimize supply chain and 

monitor peatlands (Niltop 2022). Because a method's accuracy is essential when 

making predictions, it is important to select the best model that makes such 

predictions with the fewest errors. A forecast is an effective programming 

technique and research into CO2 emissions prediction is very important for making 

policies to accomplish sustainable growth (Shabani et al. 2021). 

 

1.3 Aim 

Carbon emissions have proved toxic to environment and destructive in the UK in 

recent years. As a result, the proposed project dissertation attempts to use 

stacking ensemble ML algorithm to develop an enhanced forecasting system for 

carbon emission level. 
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1.4 Objectives 

1. To increase the forecasting accuracy of carbon emissions by using a stacking 

ensemble ML technique. 

2. To evaluate the predicted carbon emission levels across different sectors. 

3. Create a web application for carbon emission forecasting so that stakeholders 

may easily obtain the predicted future emissions. 

 

1.5 Scope 

In view of the problem of climate change and global warming which is a result of 

the presence of GHG mainly CO2 in the atmosphere, this research forecasts carbon 

emission using stacking ensemble machine learning algorithm. The research will 

cover carbon emission data of the twelve regions in UK ranging from 2005 to 2019. 

The scope will be limited annual emissions data and analysis of the six carbon 

emitting sectors will be carried out. 

 

1.6 Justification 

This project, which uses the stacking ensemble ML algorithm to predict carbon 

emission in the UK, was driven by the global issue of climate change as a result of 

GHG emission and the unsettling impacts in our immediate environment. 

Stakeholders can determine with a high degree of accuracy what techniques to 

apply in minimising carbon emissions by developing a predictive model of the 

behaviour that is likely to occur. This research is expected to add to the 

knowledge base about the relationship between carbon emissions and climate 

change. 

 

1.7 Research Question 

For this study, the research question to be addressed is:  
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How efficiently can stacking ensemble ML algorithm perform forecast of carbon 

emissions in the UK? 

 

1.8 Research Project Specification 

The research artefact is a web application, which is a digital by-product of the 

operations the ML algorithm carried out on the supplied data. To predict the 

values of unknown carbon emission, the online application will use a trained 

regression model. 

 

1.8.1 Functionality 

The web application has three pages that can be navigated. 

Table 1.1: Page function 

Pages/ Features Description 

Home This is the main page. It includes a brief problem 

statement and feature description. 

Visualisation This has graphs and chart which helps to visualize the data 

used. 

Prediction Users should be able to enter the numerical values of each 

of the features and make a prediction of the per capita 

emission. 
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1.9 Project implementation  

Table 1.2: Project implementation schedule 

Tasks June – July July - September 

Wk1 Wk2 Wk3 Wk4 Wk5 Wk6 Wk7 Wk8 Wk9 Wk10 Wk11 Wk12 

Identify 
research 
area 

             

Introduction             

Background 
studies 

            

Formulate 
research 
plan 

            

 pilot study 
due 

   8th         

Review of 
related 
work 

            

Methodology             

Data 
collection  

            

Data 
analysis 

             

Result             

Discussion             

Conclusion             

First draft             

Final draft               

Dissertation 
due 

           9th 

 

1.10 Structure of the Dissertation 

This dissertation is organised as follows: 

Chapter 2 provides a detailed review of previous studies regarding the topic of 

this dissertation. Categories of carbon emissions research, studies on forecasting 

carbon emission and reduction strategies are examined. 

In chapter 3, explains the methodology and the methods used for each phase of 

the process. 

Chapter 4 provides the implementation process of the methodology described. 
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In chapter 5, the results of the regression analysis are presented and discussion 

on the performance of stacking regressor and a reference to benchmark studies. 

Chapter 6 presents the conclusions and recommendations for future work. 
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2. LITERATURE REVIEW 

2.1 Introduction 

The existing literature on carbon emissions is reviewed in this chapter, along with 

the models that have been utilized to predict carbon emissions in the past. Finally, 

the chapter reviews the numerous strategies that have been put out to reduce 

carbon emissions. 

 

2.2 Carbon Emissions Research Categories 

Researchers have categorised carbon emission prediction techniques in a variety 

of ways. Researchers' studies on CO2 emissions, according to Wen and Yuan (2020), 

can be generally categorised into two categories: The first category primarily 

focuses on research on the factors influencing CO2 emissions, which has two 

components: various factors and various industries. The second group is primarily 

concerned with the analysis and prediction of CO2 emissions. 

The two categories of carbon emissions forecasting components, according to Liu 

and Zang (2022), are multivariate and univariate forecasting techniques. 

Multivariate approaches mainly consider many influencing factors that have an 

impact on carbon emissions. These influencing factors, however, are challenging 

to predict and may lead to a build-up of errors, producing subpar predicting 

outputs. Univariate forecasting techniques reduce forecasting ambiguity brought 

on by model hypotheses and multifactor selection by just using historical and 

current observation time series data. Additionally, multivariate approaches are 

better suited for making long-term predictions while univariate methods are for 

making short-term predictions. 

According to findings from earlier studies, a wide range of variables affect CO2 

emissions, and the impact mechanism is rather complex. Due to regional 

differences, the correlation between CO2 emissions and its affecting factors varies 

substantially (Wang, Zhong and Yao 2022). Researchers are primarily concerned 

with the impact of what they view as critical factors on CO2 emissions when 

analysing the factors that influence CO2 emissions (Wen and Yuan 2020). 
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Researchers primarily looked at how factors such as energy consumption, GDP, 

population growth, economic growth, FDI, and urbanisation affect CO2 emissions. 

 

2.3 Carbon Emission Forecasting 

The process of forecasting involves creating predictions based on historical and 

current data, with trend analysis being the most popular approach. In order to 

understand the complex relationships between enormous volumes of uncertain 

data and unpredictable factors, forecasting models are becoming more and more 

important (Alam and AlArjani 2021). 

Numerous prediction techniques, including evolutionary algorithms, grey models 

(GM), multiple linear regression (MLR), logistic equations, autoregressive moving 

average (ARMA), autoregressive integrated moving average (ARIMA) artificial 

neural network (ANN), and support vector machines (SVM), have been developed 

to forecast carbon emissions. However, the magnitude of the training data can 

have a considerable impact on the forecasting accuracy of artificial intelligence 

approaches, and statistical methods often need a lot of data that adheres to 

certain statistical assumptions (Gao et al. 2022, Shabri 2022, Ye, Xie and Hu 2021). 

Numerous sophisticated models and algorithms have been created in this area, 

each of which has pros and cons. Using a range of techniques, the following recent 

research on carbon emission forecasting are presented. 

The approaches were classified into two categories by Mason, Duggan, and Howley 

(2018): statistical techniques and AI techniques. Neural networks and SVM are two 

AI approaches that offer the benefit of making less hypotheses about the data, 

making them more adaptable. These are known as non-parametric techniques. 

Two examples of the statistical methods are ARIMA and linear regression.  

Liu and Zang presented a categorization that is comparable but slightly different 

(2022). They divided carbon emissions forecasting techniques into three 

categories: statistical models, AI models, and hybrid models. In terms of 

efficiency and ease of use, statistical models like ARIMA and exponential 

smoothing models are strong contenders for use in short-term carbon emissions 
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forecasting. Short-term time series, however, exhibit nonlinear and often 

changing properties, which goes against the linear assumptions of the statistical 

model. 

 

2.3.1 Statistical Models 

BRICS (Brazil, Russia, India, China, and South Africa) countries' carbon dioxide 

emissions were studied by Guo et al. (2021) using the exponential cumulative grey 

model (ECGM). Using the particle swarm optimization (PSO) technique, the model 

found the ideal parameter values by optimising the accumulation method of GM. 

In order to estimate CO2 emissions, Ye, Xie, and Hu (2021) developed a time-delay 

multivariate grey model (MGM), concentrating on the time delay impact of the 

influencing factors on CO2 emissions and addressing the problem of uncertainty 

with limited sample sizes. 

To predict the CO2 emissions in members of the Asia-Pacific Economic Cooperation 

(APEC) countries, Qiao, Meng, and Wu (2021) suggested the Discrete Grey 

Forecasting Model (DGM). Based on the Caputo fractional derivative and the DGM 

(β,1) model, they added an accumulation mechanism to the GM. 

Using the new information priority concept, Zhou et al. (2021) introduced a grey 

rolling method for analysing the trend and forecasting carbon dioxide emissions 

in China. The experimental findings reveal that the suggested model exhibits 

improved modeling and prediction capability as well as a high degree of stability 

when compared to the other two types of statistical prediction models (the GM 

and the linear regression) that do not consider the priority of incoming 

information. 

To predict CO2 emissions in the aviation sector in Shanghai, China, Yang and 

O'Connell (2020) employed ARIMA. When Holt-Winters and TBATS' forecasting 

precision were compared to ARIMA's, the comparison revealed that the model is 

more stable and dependable. 

Ding et al. (2017) proposed a grey multivariable model combined with the 

changing trends of driving variables (TDVGM) which is better than the traditional 
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grey multivariable model that is limited in applying it to real world situations 

because of its incorrect prediction and poor responsiveness. The model's accuracy 

in predicting CO2 emissions from fuel combustion is compared to that of GM, DGM, 

ARMA, and MLR. Their findings demonstrate that TDVGM outperforms rival models 

in terms of predicting accuracy. 

A MGPM for CO2 emissions was created by Chiu et al. (2020). The proposed model 

differs from existing MGPMs in several ways, including the feature selection and 

residual variation, which are thought to increase prediction accuracy. By 

developing a neural network-based residual model, the estimated values derived 

from the proposed MGPM are further modified. 

 

2.3.2 AI Models 

AI models are superior at eliminating nonlinear series due to their strong nonlinear 

mapping capabilities. As a result, a variety of AI techniques, such as ANNs and 

deep learning techniques, have been used to carry out complex forecasting. 

Despite having excellent forecasting accuracy, AI models are constrained by 

overfitting and are prone to being stuck in local optima (Liu and Zang 2022). The 

most popular prediction techniques now are several AI algorithms, which are 

popular due to their great processing precision and speed (Cui et al. 2021). 

The long short-term memory LSTM method was developed by Huang, Shen, and 

Liu (2019) to forecast carbon emissions in China. Principle component analysis 

(PCA) was performed to identify the four principal components, which decrease 

the duplication of the input data. The simulation findings demonstrate that LSTM-

based carbon emission prediction accuracy is superior to that of back propagation 

neural network (BPNN) and gaussian process regression (GPR), demonstrating the 

efficiency of PCA and LSTM in carbon emission prediction. 

 

Forecasts of CO2 emissions in Gulf nations were compared by Alam and AlArjani 

(2021). They forecasted CO2 emissions in the Gulf nations on a yearly basis using 

the ARIMA, ANN, and holt-Winters exponential smoothing (HWES) forecasting 

models. The results of the study demonstrate that the ARIMA (1,1,1), Holt-Winters 
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exponential smoothing (2,1,2), ARIMA (1,1,2), and ARIMA (2,1,2) models are not 

superior to the artificial neural network model in predicting CO2 emissions in the 

Gulf nations. 

Based on the enhanced whale algorithm-optimized gradient boosting decision 

tree, which integrates four optimization techniques and considerably boosts 

prediction accuracy, Cui et al. (2021) created a carbon emission forecast model 

for China. The effectiveness of the gradient boosting tree prediction model 

optimised using the enhanced whale algorithm was confirmed using historical 

data. 

Acheampong and Boateng (2019) used ANN to create models for predicting the 

intensity of carbon emission for Australia, Brazil, China, India, and the United 

States. For each nation, a feed-forward multi-layer perceptron neural network 

(FFMLP) was utilised. The networks were trained over a number of iterations using 

a stochastic gradient descent and backpropagation technique. 

To predict carbon emissions in China's Guangdong area, Ren and Long (2021) 

presented the Fast-Learning Network (FLN) forecasting method, which was 

optimized by CSO. Three error indications support the CSO-FLN model's superiority 

(MAE, MAPE, RMSE). The findings demonstrate that the CSO-FLN model's predicting 

abilities outperform those of FLN and extreme learning machines (ELM). 

Shabri (2022) created a model for short-term predicting Malaysia's yearly CO2 

emissions. A nonlinear forecasting model based on time series was built using the 

Group Method of Data Handling (GMDH) model as one of the Neural Networks, and 

the Lasso method (Lasso-GMDH) was used to model parameters to increase the 

GMDH prediction accuracy. Lasso-viability GMDH's usability is confirmed by 

comparing it with the GM, ANN, and GMDH to predict yearly CO2 emissions. 

Covariance matrix adaptation evolutionary strategy (CMA-ES), an optimization 

technique, was studied by Mason, Duggan, and Howley (2018) as a method of 

training neural networks to predict short-term power consumption, power 

generation, and CO2 levels in Ireland. They got a result that shows that each 

component was correctly predicted. On all issues, the models outperformed PSO 
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and DE, two other evolutionary approaches, in terms of accuracy, speed of 

convergence, and consistency. 

In order to forecast Bahrain's CO2 emission, Qader et al. (2021) used a variety of 

approaches, including neural network time series nonlinear autoregressive, GPR, 

and Holt's methods. The findings suggest that the neural network time series 

nonlinear autoregressive model has done better in this situation. 

The enhanced GPR technique for carbon emission forecasting suggested by Fang 

et al. (2018) is based on a modified PSO algorithm that effectively optimises the 

hyperparameters of the covariance function in the GPR. The effectiveness of 

the upgraded GPR approach outperformed other conventional forecasting 

techniques like BPNN and increased the original GPR method's prediction 

accuracy. 

 

2.3.3 Hybrid Models 

It is difficult for the statistical method to obtain high accuracy due to the 

nonlinear nature of the carbon dioxide emissions data. For improved prediction 

outcomes, numerous academics started researching intelligent algorithms. More 

researchers are starting to use metaheuristic algorithms to enhance the 

algorithms because of the limits of single intelligent algorithms. As a result, many 

researchers mix two or more models to create a hybrid model (Qiao et al. 2020). 

According to Liu and Zang (2022), hybrid models have been designed to address 

the shortcomings of individual forecasting techniques by integrating data pre-

processing, optimization, feature selection, and other cutting-edge technologies. 

No one hybrid model can consistently generate satisfying predicting outcomes 

since the data properties of different datasets and forecasting processes varies 

greatly in practical situations. Different forecasting models have different 

application domains, and hybrid models can combine the benefits of many models 

(Zhou et al. 2021, Jiang et al. 2021). 

The carbon emissions ensemble forecasting system for (CEEFS) that Liu et al. 

(2022) proposed was used to achieve both point and interval predictions which 
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consists of data decomposition, phase space reconstruction, model selection, 

ensemble point prediction, and interval prediction. It has been shown to be 

successful in improving the accuracy and strength of carbon emissions forecasting. 

For the reconstructed series prediction, the ARIMA, BPNN, ELM, ENN, DBN, GRU, 

and LSTM models were used. When compared to other comparison models based 

on four distinct multi-objective optimization methods, CEEFS produced good 

quality predicting results. In order to evaluate the final forecasting performance, 

the coverage width-based criteria (CWC) value is utilised to optimise the 

forecasting interval's reduction factors. 

An intelligent technique for CO2 emission forecasting in Iran, Canada, and Italy 

was proposed by Heydari et al. (2019) and is created with Generalized Regression 

Neural Network and Grey Wolf Optimization (GRNN-WO). The findings show that 

the suggested technique is more accurate than existing single and combined 

algorithms, such as multi-layer perceptron (MLP), radial basis function neural 

networks, GRNN-PSO, and GRNN-TS, in terms of short-term renewable energy 

production and long-term CO2 emission predictions. 

Li (2020) proposed KLS, a merger of the Kalman filter (KF), LSTM, and SVM, so as 

to include time series prediction and regression as well as to address the 

shortcomings of SVM and LSTM. In order to predict carbon emission as a time 

series, LSTM was used. This method can address the issues of fake prediction and 

errors. Next, ridge regression (RR) was used to select variables for SVM to regress, 

which can address the issue of poor analysis. KF was then used to combine the 

LSTM and SVM results depending on their variances. According to the results, KLS 

was more accurate than the other four methods (GM, nonlinear MGM, ARIMA, 

Kernel-based nonlinear MGM, and BPNN). 

Wen and Yuan (2020) employed a BPNN prediction model based on the random 

forest (RF) and double enhanced particle swarm optimization (DPSO) hybrid 

prediction models, which adopted measurable methodologies to choose prediction 

indicators, to study the CO2 emissions of China's commercial sector. The RF-DPSO-

prediction BP's results indicate that it has a lower prediction error than four other 

models and highlights the significance of RF in enhancing prediction accuracy. 
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Based on PCA and PSO optimised least squares support vector machine (PSO-

LSSVM), Sun, Jin, and Wang (2019) suggested a CO2 emission forecast model for 

Hebei Province of China. The influencing factor's dimensions were reduced using 

PCA, the parameters were solved using PSO, and CO2 emission predictions were 

made using LSSVM. When compared to BPNN and LSSVM, the method maintained 

the capacity to search for the global optimum, enhanced PSO convergence, and 

had a reduced prediction error. 

Wen and Cao (2020) predicted residential energy-related CO2 emissions in 

Shanghai, China using the improved chicken swarm optimization (ICSO) algorithm 

to improve the parameters of SVM to get a hybrid model ICSO-SVM. In order to 

eliminate data redundancy, PCA extracts four basic components as the SVM's 

predictive input data. The results demonstrate that ICSO-SVM model performs 

better than the original CSO-SVM, PSO-SVM, GA-SVM and basic SVM.  

In order to forecast carbon emissions under various scenarios, Ma, Jiang, and Jiang 

(2020) suggested a hybrid multivariate grey model optimized using firefly 

algorithm (FA-GM). The association rule algorithm was used to identify predictive 

factors and examine their combined impact on carbon emissions from a time and 

space viewpoint. FA-GM (1, N) has the best forecasting power in terms of 

prediction precision and bias when compared to the traditional GM (1, N) model, 

SVM, multiple regression, ARMAX, GM (1,1), ES, and ARIMA. 

In order to improve the conventional LSSVM model with an emphasis on model 

stability, Qiao et al. (2020) proposed a hybrid method that combines the lion 

swarm optimizer and genetic algorithm. The new algorithm's performance test 

reveals that it has improved stability and accuracy. The innovative hybrid 

algorithm has better global optimization ability, faster computational efficiency, 

better accuracy, and a medium computation speed, as shown by comparison of 

the forecasting results of the hybrid method with the other eight methods. 

Wang, Zhong and Yao (2022) proposed a high-performance hybrid intelligent 

algorithm model appropriate for China’s CO2 emissions prediction and associated 

socioeconomic indicator data. The hyperparameters of Least Squares Support 

Vector Regression (LSSVR) are optimized by the Adaptive Artificial Bee Colony 

(AABC) algorithm to develop the model. The study's findings demonstrate that the 
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hybrid algorithm model has higher accuracy and more robustness, with relative 

error within 5% of the predicted CO2 emissions. 

For predicting the carbon-dioxide emissions in India, Amarpuri et al. (2019) 

adopted a deep learning hybrid model of Convolution Neural Network and Long 

Short-Term Memory Network (CNN-LSTM). When compared to exponential 

smoothing, the CNN-LSTM results achieved predictions that were more accurate. 

By combining self-organizing map (SOM), singular value decomposition (SVD), 

artificial neural network (ANN), and adaptive neuro-fuzzy inference system 

(ANFIS) approaches, Mardani et al. (2020) created a hybrid method for forecasting 

CO2 emissions. The data were clustered using the SOM clustering algorithm, 

missing value detection using SVD, and CO2 emission prediction using ANN and 

ANFIS based on economic development and energy consumption across Group 20 

countries. 

A new Inclusive Multiple Model (IMM) was developed by Shabani et al. in (2021) to 

forecast CO2 emissions in Iran's agricultural sector. To implement the IMM model, 

the optimal parameters of MLR, GPR and ANN are used as input to another ANN 

model. When the model was compared with other models under consideration, its 

high accuracy was validated. 

 

2.4 Carbon Emissions Reduction Strategies 

An organisation can lessen their carbon footprint by using IoT sensors in the 

environment to keep track of carbon emissions, waste production, and energy use, 

and by processing raw and unstructured data from renewable resources like wind 

turbines to produce real-time actionable insight (Schoklitsch 2019). 

Cossutta, Foo and Tan (2021) suggested integrating low carbon grid with transition 

from internal combustion to electric motor vehicles (EV) can significantly reduce 

GHG emissions. Additionally, carbon capture and storage (CCS) and negative 

emissions technologies (NETs) are used to set off industry's positive emissions. In 

response to the carbon budgets, the UK power sector is changing the energy 

generation to less carbon emitting sources, increasing production of renewable 



19 
 

energy and transferring fuel subsidies to low-carbon fuels. Implementing these 

processes will likelihood of phasing out coal by 2025. 

In order to minimise greenhouse gas emissions, international treaties and financial 

incentive schemes take into account the ability of terrestrial environments and 

coastal habitat, such as tropical forests to store carbon (Luisetti et al. 2019). 

Deforestation reduces the number of trees available to absorb carbon dioxide, 

which results in the release of the carbon that the trees formerly stored back into 

the atmosphere. More trees can be planted in the UK to lower carbon emissions. 

Bamboo can be planted because of its quick growth cycle, year-round greenness, 

and significant CO2 absorption to slow down global warming. It can also serve a 

low-carbon substitute for paper and plastic (Borowski, Patuk and Bandala 2022). 

The long-term effects of a thoughtfully created climate change education on long-

term attitude and behavior were examined by Cordero, Centeno, and Todd (2020). 

Students' decisions about food, waste, home energy, transportation, and trash all 

show a significant shift in behavior that was linked to the course. Students' carbon 

emissions dropped by 3.54 tons/year, compared with an average California 

resident’s emission of 25.1 ton/year. Additionally, they emphasized that if 

reductions like those attained in the course could be attained in other classrooms, 

using education as a climate change mitigation approach would be beneficial and 

consistent with other mitigation methods. 

The UK climate change committee wants to implement technologies that will be 

requires to meet the 2050 target such as decarbonizing energy generation, 

reducing energy use in buildings and industries, reducing domestic transport 

emissions (electric and plug-in hybrid vehicles) and reducing emissions from 

international aviation and shipping (Stark, Thompson and CCC 2019). 

 

 

 



20 
 

Table 2.1: Recent studies in carbon emission reduction strategies 

Author Country/ Sector  Reduction strategy 

Li and Umar 2021 China Investment in green project 

reduce short- and long-term 

carbon emission levels 

Langevin and Reyna 

2019 

US/ Buildings CO2 emissions may be reduced 

by 72%–78% by robust efficiency 

measures, electrification, and 

substantial renewable energy 

penetration. 

Ren and Ou 2021 China/ Iron and steel 

industry 

Renewable energy to produce 

zero carbon electricity and 

ultra-low carbon technologies 

(carbon capture, use and 

storage strategies or hydrogen-

based technologies) can reduce 

CO2 emissions by 80%-95% 

Hao and Ali 2021 G7 countries Green growth, environmental 

tax, renewable energy and 

human capital were found to 

reduce CO2 emissions 

Akram and Majeed 

2020 

66 Developing 

countries 

Energy efficiency and 

renewable energy reduce CO2 

emissions across all quantiles 

 

2.5 Contribution 

Numerous studies have examined carbon emissions from a number of 

perspectives, including the use of various study periods, forecasting techniques, 

and influencing factors. 

Stacking ensemble ML methods have been extensively used to address regression 

and classification issues in different fields. such as Warfarin dose estimation (Ma 
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et al. 2018), solar irradiance prediction (Al-Hajj, Assi and Fouad 2019), cheating 

detection (Zhou and Jiao 2022), crime prediction (Kshatri et al. 2021), network 

intrusion detection (Rajagopal, Kundapur and Hareesha 2020), power consumption 

anomaly detection (Ouyang et al. 2018), short-term load forecasting (Massoaudi 

et al. 2021), hemoglobin estimation (Acharya et al. 2019). 

According to a thorough examination of the literature, stacking ensemble ML 

algorithms have never been used to solve the problem of predicting carbon 

emissions in the UK. In order to close the abovementioned research gap, the 

stacking ensemble model method is proposed. It combines ML algorithms in the 

best possible way to predict carbon emissions. 
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3. METHODOLOGY 

3.1 Introduction 

This chapter gives an general idea of the research methods that were followed in 

this study The research design that was selected for this study's objectives was 

described, along with the justifications for the selection. The methods that were 

used to collect the data, analyse the data and implement the project will be 

discussed. 

 

3.2 Research Design 

The Cross-Industry Standard Process for Data Mining was used as the quantitative 

research model for the purposes of this study (CRISP-DM). CRISP-DM, an industry-

driven approach, has been the de facto industry standard method outline for data 

mining since it was first launched in 1999.  This technique offers a consistent 

framework for project planning and management, and because it is cross-industry 

standard, CRISP-DM may be applied to any DS project, regardless of field. 

(Martinez-Plumed et al. 2019). 

As illustrated in figure 3.1, the CRISP-DM model consists of six phases, with arrows 

designating the most significant and common relationships between phases. There 

is no set order to the stages. In actuality, projects frequently go back and forth 

between stages as needed. The CRISP-DM paradigm is adaptable and simple to 

adjust (Schroer, Kruse and Gomez 2020).  
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Figure 3.1: CRISP-DM model (adapted from Martinez-Plumed et al. 2019) 

Business understanding, data understanding, data preparation, modelling, 

evaluation and deployment are the main phases of CRIPS-DM. 

 

3.3 Business understanding 

It is the first and most important phase of the study in which the research 

objectives are stated and emphasized and following that, a business strategy is 

created to accomplish those objectives.  

People are collaborating to identify various solutions that can aid in enhancing 

the environmental situation as part of the fight against climate change, which has 

already begun. Adopting sustainable living practises is an urgent necessity to solve 

the problem of global warming. With 1.1% of the world's carbon emissions, the UK 

was rated 17th (Bolton 2021). Although it may seem gradual, climate change's 

consequences are becoming increasingly obvious in our environment, and 

mitigation measures are required. Because carbon emissions everywhere 

constitute a danger to world growth, every country must take action (Mott, Razo 

and Hamwey, 2021). 
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About 80% of the UK's GHG emissions in 2019 were from carbon dioxide, which is 

the primary GHG. The importance of local governments and regional authority in 

advancing energy efficiency and lowering carbon dioxide emissions has grown in 

recent years. 

The business plan formulated was to use excel and python for data collection and 

cleaning, Tableau, matplotlib and seaborn for visualization and five machine 

learning models for predicting the carbon emissions and choose the best model 

with the highest predicting accuracy to do future predictions. Then streamlit will 

be used for deployment and implementation. 

 

3.4 Data understanding 

This is the second phase of the CRISP-DM which begins with data collecting, then 

proceeds to actions to analyse the data, discover data quality problems and 

acquire initial data insights. During this stage, the analyst may also notice 

noteworthy subdivisions that may be used to provide ideas for hidden patterns. 

 

3.5 Data Preparation 

The third phase of CRISP-DM includes activities required to transform the raw data into a 

final dataset that can be used as input to the models. All changes were made on a 

duplicate dataset, leaving the original intact. To ensure compatibility with all 

algorithms that will be used, data cleaning, data recoding data sorting based on 

selected variables.  

 

3.6 Modeling 

The selection, configuration, and testing of various algorithms as well as the 

development of the models are tasks that fall within the fourth phase of CRISP-

DM. Regression models were selected because the variable to be predicted is a 

continuous value and thus involves regression analysis (RA). The selected machine 



25 
 

learning algorithms are used on the data to give the desired output. RA is a method 

for determining the relationship between a dependent variable and one or more 

independent variables. This strategy may be used to determine the optimal 

selection of variables for constructing a predictive model (Overbeek et al. 2020). 

Python and Jupyter Notebook were used in PyCharm to create the model-building 

code. The libraries used by all the models are scikit-learn or sklearn, pandas, and 

matplotlib library. In this research, ML regression algorithms such as Random 

Forest Regressor (RFR), Gradient Boosting Regressor (GBR), K-Nearest Neighbor 

Regressor (KNNR), Support Vector Regressor (SVR) and Stacking Regressor (SR) are 

examined. 

 

3.6.1 Random Forest Regressor (RFR) 

Breiman first presented the random forest (RF) machine learning technique in 

2001. With a voting mechanism and a predetermined number of decision trees, 

RF enhances learning performance as an ensemble approach. RF displays out-of-

bag error estimates, bootstrap sampling, and complete depth decision tree 

development properties. These characteristics make random forest appropriate 

for predicting carbon emissions. Following the input of data samples, the RF model 

initially extracts certain samples using bootstrap sampling before randomly 

choosing the features of these samples. 

With these two rounds of random sampling, RF is less susceptible to overfitting 

and is more forgiving to noise and outliers (Meng and song 2020). Several 

classification decision trees are fitted using RFR on various subsamples of the 

dataset, and the mean or average forecast of each tree is returned. By doing this, 

overfitting is reduced, and accuracy is increased. The technique produces trees 

with high variance and little bias by guaranteeing the forest expands up to a user-

defined number of trees (Torre-Tojal et al. 2022).  
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3.6.2 Gradient Boosting Regressor (GBR) 

Friedman introduced the gradient boosting tree, which primarily resolves the 

problem of generic loss function optimization. The fundamental concept is to use 

the loss function's negative gradient to fit the residuals of the last round of base 

learners, resulting in a steadily decreasing residual estimate for each round. As a 

result, the output of the base learner's rounds steadily approaches the true value. 

By ensuring that the loss function lowers as rapidly as possible in each round of 

training, fitting in the direction of the negative gradient speeds up convergence 

to a local or global optimal solution (Cui et al. 2021). 

This estimator accepts the improvement of any discrete loss function and builds 

an additive model in a stage-by-stage fashion. GBRs are additive models that 

predict 𝑦
^

𝑖  in the form shown below for an input 𝒙𝒊 : 

𝑦
^

𝑖 = 𝐹𝑀(𝑥𝑖) = ∑   ℎ𝑚(𝑥𝑖)𝑀
𝑚=1      (3.1) 

  

Where in the perspective of boosting, the   ℎ𝑚   are estimators referred to as weak 

learners. Decision tree regressors of a fixed size are used as weak learners in 

gradient tree boosting. The parameter n_estimators’ and the constant M are 

equivalent (Pedregosa et al. 2011). 

 

3.6.3 K-Nearest Neighbor Regressor (KNNR) 

The K-nearest neighbour (KNN) method estimates similarity-based new data point 

values in feature sets. This implies a value is allocated to the new point based on 

how much it fits the points in the training set. When dealing with a regression 

problem, the ultimate prediction in a regression problem is computed using the 

average of the data. The k data points (5 by default) that are the closest are 

chosen after calculating the distance between the new data point and each 

training point in Euclidean space. As the new data point's ultimate predicted 

value, the average of these datapoints is determined. The formula below is used 

to determine the Euclidean distance (Sandhya and Padyana 2021). 
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𝑑(𝑥, 𝑦) = √∑(𝑥 − 𝑦)2      (3.2) 

In order to predict numerical outcomes based on similarity metrics, the KNN 

algorithm keeps track of all training realizations. The simplest form of KNN 

regression is averaging the numerical target of the K nearest neighbors across all 

training data (Al-Hajj, Assi and Fouad 2019). 

 

3.6.4 Support Vector Regressor (SVR) 

The SVR applies the SVM's underlying idea to regression issues. SVM is a model that 

categorizes the data points in N-dimensional space and generalises by attempting 

to identify the best hyper plane. Support data vectors, which are the most 

effective data components for finding appropriate regression, are used in SVR. 

SVR are often trained with symmetrical loss functions and penalize high and low 

wrong values depending on the support vectors (Al-Hajj, Assi and Fouad 2019). 

SVR tests to find the optimal line within a limit or predetermined error value. It 

achieves this by dividing the predicted lines into those that cross through the error 

border and those that do not. Because the difference between the real and 

predicted value is greater than the error threshold, or epsilon value, the lines that 

do not cross the error barrier are not considered. The lines that pass are 

considered as prospective support vectors to aid in estimating the unknown values 

(Sandhya and Padyana 2021). 

SVR uses the kernel function is used to provide a nonlinear mapping of the input 

data in order to calculate the regression function linearly in feature space, which 

is defined as 

𝑓(𝑥) = 𝑤𝑇𝜑(𝑥) + 𝑏       (3.3) 

Where x is the input data, f(x) denotes the regression function, φ(x) is the 

transformation into feature space and w and b are coefficients (Nguyen et al. 

2021). 
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3.6.5 Stacking Regressor (SR) 

Stacked generalisation was first proposed by Wolpert in 1992 and combines several 

prediction algorithms in a two-level architecture. It uses a trainable combiner to 

get the best prediction accuracy and is commonly referred to as a meta-learner. 

Stacked generalisation is implemented in two steps: The first phase is to generate 

first-level prediction results using base-learners; the second step is to generate 

second-level predictions using a meta-learner algorithm on the stack of first-level 

predictions (Nguyen, Diaz-Rainey and Karuppuarachchi 2021). 

In contrast to the "bagging" and "boosting" techniques, that can only 

stack ML algorithms that are the same, the stacking model can stack different 

types of algorithms using a meta model to optimise efficiency (Wang 2018). 

 

Figure 3.2: Parallel ensemble structure with M models (adapted from Al-Hajj, 
Assi and Fouad 2019) 

 

3.6.6 Hyperparameter Tuning 

To improve the algorithms and provide better predictions while utilizing 

GridSearchCV, the idea of hyperparameter tuning was applied.  In order to select 

the best hyperparameters for our training data, the GridSearchCV function in 

Python was used. A function called GridSearchCV it takes a list of possible values 
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for each hyperparameter, then fits the training data to each possible combination 

and chooses the model with the highest score (Nguyen et al. 2021).  

 

1.7 Evaluation  

The goal of the fifth phase of CRISP-DM is to validate any models or information 

that have been acquired to make sure they satisfy the goals set out at the start 

of the process. At this phase, the created models' accuracy and robustness are 

being evaluated. To estimate the efficiency of the models used in this study, the 

following four performance measures were implemented: R2 (Coefficient of 

determination), RMSE (Root Mean square Error), MAE (Mean Absolute Error), and 

MAPE (Mean Absolute Percentage Error). 

In the following formula, n is the total number of data points, 𝑌1,  𝑌2 , …, 𝑌𝑛 is the 

true value, 𝑌̂1,  𝑌̂2, …, 𝑌̂𝑛 is the predicted value and 𝑌̅1, 𝑌̅2, …,  𝑌̅𝑛 is the mean of the 

true values. 

 

3.7.1 R2 

This is the coefficient of correlation, which is sometimes referred to as a measure 

of a regression model's goodness of fit. It measures how well the prediction fits 

the observation by measuring the ratio of the dependent variable's variation that 

can be predicted from the independent variables. R2 scores range from -∞ to 1. 

The regression model performs better as R2is approaching 1. If R2 is equal to 0, 

the model is not outperforming a random model and the regression model is 

inaccurate if R2 is negative (Chicco, Warrens and Jurman 2021). 

𝑅2 = 1 −
∑ (𝑌𝑖−𝑌̂)2𝑛

𝑖=1

∑ (𝑌𝑖−𝑌𝑖̅)2𝑛

𝑙̇=1

       (3.4) 

 

𝑌̅ =
1

𝑛
∑ 𝑌𝑖

𝑛
𝑖=1        (3.5) 
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3.7.2 Root Mean Square Error (RMSE)  

It is the average root-squared deviation between the actual and expected values. 

It is easier to execute mathematical operations since the loss function stated in 

terms of RMSE is easily differentiable and is therefore the default metric for many 

models. Prior to obtaining the averages, RMSE squares the errors. That results in 

greater penalties for large errors (Chicco, Warrens and Jurman 2021). It performs 

remarkably well when large errors are unwanted for your model's performance. 

This shows the variance between the observed and predicted values. Model 

performance improves with decreasing RMSE values. 0 and +∞ are the greatest and 

worst values, respectively (Shabani et al. 2021). 
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3.7.3 Mean Absolute Error (MAE)  

This is the mean of the absolute differences between the model's predicted value 

and the actual value. The predicted variable unit and the MAE unit are the same. 

As a result, the MAE cannot evaluate the effectiveness of regression models for 

various data types. It is robust to outliers. The ideal value is 0 and the worst value 

is +∞, meaning that the larger the MAE, the more significant the error is (Chicco, 

Warrens and Jurman 2021). 
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3.7.4 Mean Absolute Percentage Error (MAPE) 

This is the model's predicted value divided by the real value, with the result being 

the average absolute difference between the real value and the model's predicted 

value. It enables for comparison across regression models made for different types 
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of data, similar to how MAE is used but with a percentage difference. The focus 

on outliers is not narrowed down. With a relatively insightful interpretation in 

terms of relative inaccuracy, its usage is advised for activities where it is more 

crucial to be attentive to relative changes than to absolute variations. 0 and +∞ 

are the greatest and worst values, respectively (Chicco, Warrens and Jurman 

2021). 
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1.8 Deployment 

This is the process's last phase. It involves applying created models for end users, 

with the goal of using modelling to organise knowledge so that it may be included 

into the decision-making process.  

Streamlit: This open-source app framework is specifically utilised in DS and ML 

applications. The code in streamlit is simple to implement and integrate with 

other applications. No coding of a backend, definition of pathways, administration 

of HTTP requests, connection to a frontend, or creation of HTML, CSS, or 

JavaScript is required (Shukla, Maheshwari and Johri 2021). Streamlit was used in 

conjunction with several Python libraries including Pandas, NumPy, Matplotlib, 

Joblib, and seaborn offered on PyCharm (Python Integrated Development 

Environment). 

 

3.9 Conclusion 

The justification for selecting CRISP-DM as the methodology for the research 

project is presented along with a brief discussion of the six CRISP-DM stages and 

their relevance to the study. 
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4. IMPLEMENTATION 

4.1 Introduction  

The model implementation process used to accomplish the research project's 

goals is covered in this chapter. Figure 4 illustrates the implementation flow 

diagram followed in the project to realize the future prediction results.  

The aim of the project is to predict carbon emissions in the UK and identify the 

regions and industries with rising carbon emissions. When this information is made 

public, it can aid in the application of policies to reduce emissions and fulfil the 

legally binding goal set by the UK government's Climate Change Act to achieve net 

zeros emissions across UK economy by 2050 (UK government 2019). 

 

Figure 4.1: Implementation flow diagram 

 

4.2 Data Collection 

The dataset for the study project was obtained from the UK government website 

(gov.uk), which has made the dataset publicly available for reuse. This National 

Statistics publication contains the most recent data of territorial carbon dioxide 

(CO2) emissions for Local Authority (LA) areas for 2005-2019, as well as a report 

that explains the basis for the estimates, summarizes the key findings, and 

explains some of the challenges to think about while using the data. The metric 
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for per capita emissions is tonnes (t), the population is thousands, and the area is 

square kilometers (km2). 

Table 4.1: Data variables 

Number Variable 

Name 

Variable Description Variable Type 

1 Region/Coun

try 

12 regions in UK Categorical  

2 Second Tier 

Authority 

District/ metropolitan area Categorical 

 

3 Local 

Authority 

County council Categorical  

4 Code Local authority code Categorical  

 

5 Year Year of collecting emission (15) Numerical 

6 Industry 

Total 

Total emissions in the industry 

sector 

Numerical 

7 Commercial 

Total 

Total emissions in the commercial 

sector 

Numerical 

8 Public Sector 

Total 

Total emissions in the public sector Numerical  

9 Domestic 

Total 

Total emissions in the domestic 

sector 

Numerical 

 

10 Transport 

Total 

Total emissions in the transport 

sector 

Numerical  

11 LULUCF Net 

Emissions 

Total emissions in the land use and 

land use change sector 

Numerical  

12 Grand Total Total emissions of all sectors Numerical  

13 Population Population per region Numerical  

14 Per_Capita_E

mission (t) 

Emissions per person Numerical 

(Dependent) 

15 Area(km2) Area covered in each region for 

emission collection 

Numerical 
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16 Emissions_Pe

r_km2 (kt) 

Total emissions for per square km Numerical 

 

Table 4.2: Carbon emitting sectors and subsectors 

Sectors Subsectors  

Industry Industry electricity, industry gas, industry 

other fuels, large industrial installations, 

agriculture 

Commercial  Commercial electricity, commercial gas, 

commercial other fuels 

Domestic  Domestic electricity, domestic gas, domestic 

other fuels 

Public sector Public sector electricity, public sector gas, 

public sector other fuels 

Transport  Road transport (A roads), Road transport 

(motorways), Road transport (minor roads), 

diesel railways 

LULUCF  Net Emissions: Forest land, Net Emissions: 

cropland, Net Emissions: grassland, Net 

Emissions: wetlands, Net Emissions: 

settlements, Net Emissions: harvested wood 

products 

 

4.3 Exploratory Data Analysis  

Exploratory data analysis (EDA) is an investigatory technique that uses summary 

statistics (numerical tools) and visualization techniques (graphical tools) to get to 

know data, discover patterns, identify potential relationships between variables, 

and understand what you can learn from them (Komorowski et al. 2016). The EDA 
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for this research project was divided into two components. The first part was done 

in Microsoft Excel using raw data. 

The raw data gives annual CO2 emissions in kilo tonnes of carbon dioxide from 

2005 to 2019 from six sectors and twelve regions. The dataset represents 

territorial emissions i.e., emissions that occur inside the border of the UK. The 

dataset has 6345 rows and 41 columns that include the NAN values. 

After thorough examination, it was found that the raw data had been stored as an 

excel file, making it challenging to use in a Jupyter notebook. The data was 

subjected to various filters, column grouping, and conditional formatting. There 

were several rows that lacked a code. It was discovered that some emissions are 

not assigned to any one region. 

The platform used for coding was PyCharm, which incorporates Python and 

Jupyter notebook. The second part of the EDA was done in python. Pandas library 

was used for the following: 

1. To load the dataset, the necessary libraries for analysis and modelling were 

imported. The head() method was used to view the data head.     

 

    Figure 4.2: Loading data 

1. Using the function shape(), the data's shape was verified to determine the 

number of rows and columns. 

2. The data description was used to visualize its statistics such as the total count, 

standard deviation, minimum, maximum and the percentiles using the function 

describe(). 
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Figure 4.3: Variable statistics 

3. The data information was checked to know the column names and the total 

number, non-null count and the data types. This enabled us to check if the 

column names need to be changed and to see if the data types are appropriate 

for this research using the function info(). 

4. Missing values were checked for in the data. Missing values occur when no 

information is provided for one or more items in the data. The missing values 

were represented with Nan and isna() and isnull() functions in Pandas were used 

to check for the missing values. 

5. We checked for duplicates and unique values in the data using duplicated() 

function and unique () function in pandas respectively. 

6. The data anomaly i.e., skewness and the kurtosis of the data was checked using 

kurtosis() and skew() function respectively. 

 

4.3.1 Univariate analysis 

It is the simplest type of analysis, because the data only pertains to one variable 

It is not interested in causes or relationships, and its primary goal is to interpret 

the data and uncover patterns within it (Sial et al. 2021). For each variable, a 

histogram was plotted to check the quality of the data and determine if it was 
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skewed. Box plots were used to look for outliers that might affect prediction 

accuracy. 

 

Figure 4.4: Histogram plot for data distribution 

 

 

Figure 4.5: Box plot for outliers in each variable 

Each variable's distribution and skewness are displayed in Figure 4.4. To be able 

to make an accurate forecast, the majority of the variables must be normalized 

because they do not all have a gaussian distribution. 

Visualization using box plots is the method used to spot outliers, as seen in figure 

4.5. The outliers are the data points that are outside the boxplot's whiskers. Figure 

4.5 shows that the area has the least outliers and the LULUCF has the most. 
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4.2 Bi-Variate analysis 

This form of study investigates two variables at the same time. This type of data 

analysis is involved in causes and relationships, and the analysis is carried out to 

discover the connection between the two variables (Sial et al. 2021). A box plot 

was used to investigate the relationship between Per Capita Emission and Region 

Country, while a line plot was used to assess the relationship between Per Capita 

Emission and Year. 

 

Figure 4.6: Bar plot of regions by per capita emissions 

Figure 4.6 shows that North East region is the leading emitter per head followed 

by London, Yorkshire and the Humber and Wales while South East has the lowest 

per capita emissions. 

 

Figure 4.7: Per capita emission from 2005 to 2019 
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Figure 4.7 show that the per capita emissions in the UK exhibit a decreasing trend 

from 2.1(t) in 2005 to 244.6(t) in 2019. There was a slight increase and decrease 

between 2009 and 2011.UK can achieve its net zero carbon emissions target she 

follows her carbon budget as This is represented in overall necessary carbon 

reductions of 46% from 2009 to 2030 (CCC 2010), and the per capita emission 

continues to decrease at this rate. 

 

4.3.3 Multivariate analysis  

This sort of analysis examines three or more variables at once and helps to 

summarize the data (Sial et al. 2021). The correlation among the variables was 

carried out using the corr() function in Pandas and visualized with seaborn 

heatmap. Other multivariate analyses were carried out in tableau. 

The data needs to be cleaned by changing some data types, removing the missing 

values, remove the outliers, normalizing the data and extracting the relevant 

features. 

 

Figure 4.8: Variable correlation heatmap 
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4.4 Data Cleaning 

The data was downloaded as an excel file. All the rows that were saved as 

unallocated in the region/ country column were removed. The grouping was 

removed for each sector and the subsectors were removed leaving only the total 

for each sector. All the frozen panes were disabled, and the conditional 

formatting removed. The rows for title, colour code, and region-total were 

deleted. Some column names were changed before the cleaned dataset was 

exported as a CSV file to be used in Jupyter notebook for further analysis and 

modelling. 

 

4.5 Data Pre-processing 

The data needs to be preprocessed to remove impurities. The following 

preprocessing steps were carried out: 

1. The Year column was changed from float 64 datatype to integer 64. 

2. Missing data needs to be filled or removed because most machine learning 

algorithms will give an error if you pass a Nan value to it (Harrison 2019). The 

column with missing values was removed with drop() Pandas function and the 

rows with missing values were removed with dropna() Pandas function. 

3. Outliers are data points that differ from the rest of the data in the dataset. 

After visualizing the boxplot which shows the presence of outliers, the outliers 

were removed with an automatic outlier remover, isolation forest (Staerman 

et al. 2019) and Quantile-based Flooring and Capping (Roy, Gosh and Goswami 

2021). The flooring was done for the lower values with 1st percentile and 

capping for the higher values with 99th percentile. 

4. From the histogram plot and data anomaly check i.e., skewness and kurtosis 

(Cain, Zhang and Yuan 2017), the data needed to be normalized to get a 

standard distribution to improve our model’s accuracy. The normalization was 

carried out with RobustScaler() function of sklearn because it is an estimation 

that is robust to outliers (Kwak and Kim 2017). 
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Figure 4.9: Robust scaler 

5. Feature selection was implemented using the recursive feature elimination 

which is a wrapper method and random forest regressor feature importance 

which is an embedded method because it has its own in-built mechanism 

(Gnana, Balamurugan and Leavline 2016). It used the model’s accuracy to 

identify which attributes contribute much more to the target attribute 

prediction. 

 

Figure 4.10: Recursive feature elimination 

 

 

Figure 4.11: Feature importance using random forest regressor 
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4.6 Model Construction and evaluation 

The train test split function of sklearn was used to split the data into train and 

test split. These machine learning models are trained on 75% of data to learn the 

patterns in the data and evaluated on the remaining 25% of the data. 

Single RA algorithms used include RFR, GBR, KNNR and SVR. Their best 

hyperparameters were selected with GridSearchCV as shown in Table 4.3. After 

selecting the best hyperparameters, the models were fit on the training data and 

predictions were made using the test data. 

For SR model, the first level models (RFR, KNNR and SVR) result were used as 

inputs (meta-features) of the second level model GBR which is then trained to 

generate the final results that will be used to make predictions. Compared to 

other algorithms, GBR is excellent for a meta-learner since it is resilient to 

outliers, missing data, and a large number of related and unrelated variables 

(Meharie et al. 2021). 

 

Table 4.3: Hyperparameter tuning using GridSearchCV 

Model Selected hyperparameter 

(param_grid) 

Best hyperparameter 

RFR n_estimators: [50,100,200,300] 

max_features: ['auto', 'sqrt', 'log2'] 

max_depth: [None,2,4,6,8] 

 

n_estimators: 200 

max_features: 'auto' 

max_depth: None 

 

GBR n_estimators: [50,100,200,300,400] 

max_features: ['auto', 'sqrt', 'log2'] 

max_depth: [1,2,3,4] 

 

n_estimators: 400 

max_features: 'sqrt' 

max_depth: 3 

 

KNNR leaf size: [5,10,15,20,25,30] 

n_neighbors: [5,10,15,20] 

p: [1,2] 

 

Leaf size: 15 

n_neighbors: 5 

p: 1 
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SVR C: [1,5,10,20,40] 

epsilon: [0.05,0.1,0.3] 

 

C: 1 

epsilon: 0.3 

 

 

According to Table 3.4, the GridSearchCV searched the list of parameters provided 

to identify the optimal hyperparameter for each model. Each model is then 

adjudged to be the best model using the best parameters. The constructed models 

were each evaluated using R2, MAE, RMSE and MAPE. The evaluation results were 

compared to be able to select the best performing model. 

 

Figure 4.12: Model evaluation 

 

4.7 User Interface 

The web application is created and deployed using Python’s Streamlit module. 

The required libraries were imported and several streamlit components were used 

to create the user interface for predicting per capita carbon emissions. 
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Figure 4.13: Web application for carbon emission prediction 

 

4.8 Conclusion 

The Implementation chapter provides an overview of the implementation process, 

data cleaning, model construction procedures, libraries utilised, and functions 

used to obtain predictions from the models. 
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5. RESULT AND DISCUSSION 

5.1 Introduction  

This chapter includes an in-depth data analysis presentation, together with the 

results and discussion of this research. The findings are divided into three 

sections: data robustness, tableau analysis, and analysis of model prediction 

accuracy. 

 

5.2 Data robustness 

We employ different feature selection methods for reducing the number of 

predictors as the last robustness check before training the ML learners. Three 

techniques, namely recursive feature removal, random forest feature importance, 

and Pearson correlation-based selection, were used for this (figure 4.10, figure 

4.11 and figure 4.8). It was discovered that both algorithms make judgments that 

are very comparable. It's interesting to note that the prediction accuracy is almost 

the same when utilising all the predictors as compared to a limited predictor set 

when feeding ML algorithms. This demonstrates how our model accurately 

alleviate worries about redundancy. 

The flooring and capping using percentiles method and the isolation forest method 

of outlier detection and removal were compared. According to the examination 

of the two approaches, capping and flooring using percentiles was more effective 

at identifying and eliminating outliers from the dataset. 
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5.3 Tableau Analysis 

 

Figure 5.1: Emissions from all sectors in UK 

The total carbon emissions from all sectors from 2005 to 2019 are represented in 

Figure 5.1. In 2019, LULUCF emissions are lowest at 1197 (MtCO2) while 

transportation sector has the greatest emissions of 124303 (MtCO2). 36% of total 

carbon dioxide emissions come from the transportation sector. 

 

 

Figure 5.2: Carbon emission by sector and region 
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Figure 5.3: Comparing 2005 and 2019 emissions 

Emissions per capita enable comparisons across regions with different population. 

Figure 4.8 shows that in 2019, the South-East, East Midlands, and London had the 

greatest per-capita emissions, while Northern Ireland had the lowest. North East 

had the lowest per capita emissions in 2005, while East Midlands, South-East, and 

North-West had the most. The South-East, the East Midlands, and London have 

higher emissions per person than other areas because of their dense populations 

and significant industrial and transportation emissions (Figure 4.7, appendix B). 

This is indicative of the substantial industrial base and dense population of these 

regions. Between 2005 and 2019, Northern Ireland's carbon emissions changed the 

least, by 29%. London saw the greatest percentage change between 2005 and 

2019, at 60.85%. Figure shows three high carbon emitting sectors as industry 

sector, transport sector and domestic sector.  
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Figure 5.4: Carbon emission forecast by sector from 2020 to 2030 

The forecast of carbon-emitting sectors from 2019 to 2030 (figure 5.1) reveals 

that LULUCF net emissions and the transportation sector are expected to remain 

almost constant; the overall change is not significant, public-sector emissions are 

declining at a slow rate, while emissions from the domestic, commercial, and 

industrial sectors have a strong steady decline. By 2030, emissions from the 

transport sector will be the greatest (126917 MtCO2) and the lowest from LULUCF 

(264 MtCO2). The commercial total showed the highest percentage change from 

2019 to 2030, at 95.3% (appendix D). 

 

Figure 5.5: Forecast of UK’s carbon emissions from 2019 – 2030 
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A distinct declining trend can be seen in figure 5.5. The average per capita 

emission is predicted to be 2.528 (t) by 2030, showing a trend toward decreasing 

emissions over time. This forecasted scenario shows that the UK will be able to 

fulfil its commitments under the Paris Agreement. By the end of 2030, 

implementing this approach will result in a 74.5% decrease. 

 

5.4 Analysis of model prediction accuracy. 

 

Figure 5.6: Models performance metrics graph 

 

Table 5.1: Performance metrics of different models with outliers 

Models R2 MAE RMSE MAPE 

RFR 0.97 0.35 1.62 0.04 

GBR 0.97 0.34 1.59 0.04 

KNR 0.96 0.53 1.87 0.06 

SVR 0.78 3.00 4.52 0.44 

SR (RFR, KNR, 

SVR, GBR) 

0.97 0.38 1.67 0.04 

SR (RFR, KNR, 

GBR) 

0.97 0.44 2.77 

 

0.04 
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Table 5.2: Performance metrics of different models without outliers 

Models R2 MAE RMSE MAPE 

RFR 0.99 0.25 0.49 0.03 

GBR 0.99 0.25 0.46 0.03 

KNR 0.98 0.44 0.67 0.06 

SVR 0.69 1.43 2.71 0.18 

SR (RFR, KNR, 

SVR, GBR) 

0.99 0.29 0.52 0.04 

SR (RFR, GBR, 

KNR) 

0.99 0.29 0.44 0.03 

 

The performance accuracy of the models with outliers is shown in Table 5.1, while 

the performance accuracy without outliers is shown in Table 5.2. The results were 

studied in relation to the impact of eliminating outliers from the emission data. 

We maintained the outliers in our dataset and used the same process to train the 

single algorithms. The prediction accuracy with outliers and without outliers were 

compared. It was discovered that the predictions produced by the base ML 

algorithms and the SR had significantly improved. This validates the decision to 

eliminate outliers from the model. 

For each model, the results are analysed, as shown in figure 5.3. To avoid a biased 

comparison between the different models, the best hyperparameters models were 

selected with GridSearchCV. To get the best performing SR model, two different 

combinations of base learners, (RFR, KNR, SVR) and (RFR, KNR) were used as input to the 

meta learner (GBR). 

For all the performance metrics, SVR has the worst values. For single algorithms, 

RFR and GBR, the R2, MAE and MAPE values are the same except for RMSE where 

RFR has a value of 0.49 and GBR has 0.46. 
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Figure 5.7: Plot of Actual versus predicted for all the models 

Figure 5.4 displays the scatter plots of the actual and predicted values for the 

models developed by RFR, GBR, KNR, SR (RFR, KNR, SVR, GBR), and SR (RFR, KNR, 

GBR). The concentration of points near the centre line (actual value = predicted 

value) and even distribution of points on either side of the line indicates a strong 

correlation between the model's predictions and its actual values. The SVR 

model's scatter distributions display large dispersion, which denotes a poor 

correlation between the model's predicted result and the actual value. 

The R2 value of the SVR is 0.69, while the RFR, GBR, KNR, SR (RFR, KNR, SVR, 

GBR), and SR (RFR, KNR, GBR) are 0.99, 0.99, 0.98, 0.99, and 0.99, respectively, 

as given in table 5.2. Other measures also show that the suggested model in this 

research has more precision than the single models, demonstrating its superiority. 
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5.5 Discussion 

The goal of this dissertation is to create an improved carbon emission level 

forecasting system using the stacking ensemble ML technique. Five regression 

models (RFR, GBR, KNNR, SVR and the SR) were used to establish the better 

prediction accuracy of the proposed stacking ensemble ML model. The regressors 

were developed and tested. Due to the inclusion of SVR, which has a low 

forecasting accuracy, SR (RFR, KNR, SVR, GBR) was unable to outperform SR (RFR, 

KNR, GBR). RFR, GBR and SR had the best R2 value of 0.99. Based on the RMSE 

comparison, SR (RFR, KNR, GBR) has the lowest error value of 0.44 and is most 

appropriate for forecasting carbon emissions. Overall SVR is the worst performing 

model in terms of R2, MAE, RMSE and MAPE. 

Consequently, the results indicate that the SR (RFR, KNR, GBR) model performs 

marginally better than the GBR and RFR models, which are supported by the 

preceding findings. Conclusions concerning the performance should be taken with 

caution, owing to the little variations across the models. In general, the SR (RFR, 

KNR, GBR) model is more accurate in predicting instances of carbon emission. GBR 

had the quickest execution time, whereas Stacking Regressor had the slowest 

predicted execution speed. It should be emphasised that the SR (RFR, KNR, GBR) 

model used most of its time during the training and model-development phases. 

Once the model has been created, the SR (RFR, KNR, and GBR) model takes about 

the same amount of time to test as the GBR and RFR model. 

It is generalizable from the statistical results that the stacking ensemble model 

performs better than all individual learning methods in terms of predicting carbon 

emissions. Stacking ensemble ML approaches have never performed worse than 

choosing the most accurate single algorithm, according to Breiman (1996). 

This excellent result of the SR algorithm is consistent with many other studies that 

produced various machine learning ensemble methods for practical regression 

problems (Agrawalet al. 2019; Al-Rakhamiet al. 2019; Al-hajj, Assi and Fouad 

2019; Nti, Adekoya and Weyori 2020; Tugay and Oguducu 2020; Meharieet al. 

2021; Jebamalar and Kamalakannan 2021; Nguyen, Diaz-Rainey and 

Kuruppuarachchi 2021). 
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However, it is difficult to compare the outcomes of the suggested SR model with 

those of the ensemble learning algorithms that the abovementioned authors have 

researched. This is due to the fact that some requirements were considered in 

the research that were different from those considered in earlier studies, such as 

the carbon emissions dataset, selected feature, model hyperparameters, number 

of base-learners and application field (Ma et al. 2018, Xie et al. 2022). Banister 

(2019) observed that the transportation sector is crucial to attaining a low-carbon 

future since the UK’s 2050 net zero objective is moving the direction of fulfilling 

the Paris Agreement. 

Agbulut (2022) emphasised the effectiveness of machine learning (ML) models in 

forecasting carbon emissions, while Hosseini et al. (2019) demonstrated the 

population's significance as one of the important variables in predicting carbon 

emissions. 

 

5.6 Summary 

The results indicate a strong relationship between per capita emissions and 

important independent factors. This shows that the independent variables chosen 

are crucial for predicting carbon emissions. The accuracy of the models could be 

further improved by providing daily carbon emissions data which can forecast 

sequentially into the future. Due to lack of data on daily carbon emissions, 

seasonality, trends and cycle could not be analysed. 

For the purpose of actively observing the process of reducing carbon emissions 

and reaching carbon neutrality, accurate prediction of CO2 emissions useful and 

as a result, the SR model provides a straightforward and reliable model for 

predicting UK carbon emission. Policymakers may employ emissions reduction 

techniques and create achievable action schemes to minimise economic losses and 

maximise environmental benefits by accurately predicting the results of carbon 

emissions. 
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5. CONCLUSION AND FUTURE WORK 

5.1 Introduction 

The important research findings are summarized in this chapter as they relate to 

the research's aim and main research question, and their importance and 

contribution are discussed. It will also examine the research's limitations and 

suggest areas for future work. 

 

5.2 Conclusion 

Understanding global warming and climate change is essential for protecting the 

environment. The direct source of the global warming impact that resulted in 

extreme climate change is CO2 emissions. Carbon emission predictions can be used 

to estimate future global warming, quantify the costs of lowering CO2 emissions 

and reflect on the actual benefits of limiting temperature rise. 

This research work aimed at forecasting carbon emission in UK using stacked 

ensemble ML algorithm by experimenting with several regression models to show 

the superiority of SR model based on the annual data from 2005 to 2019. The data 

on carbon emissions were analysed using four separate regressor models, namely 

RFR, GBR, KNNR, and SVR, as well as one stacked ensemble model, SR. The SR 

model used an optimal combination of the individual regressor models. 

The data was normalised using robust scaler because of the presence of outliers 

in the data. The search for an optimal set of predictors was effectively solved by 

adopting the GridSearchCV algorithm to tune the hyperparameters so as to get 

the best parameters for each model used, as a result, the precision of the results 

of the carbon emissions study is substantially improved. 

The results show that SR (RFR, KNR, GBR) model which is the best combination 

for stacking regressor outperforms the four models with the lowest RMSE value of 

0.44 Its higher performance is verified across all the evaluation metrics which can 

positively indicate that the SR (RFR, KNR, GBR) model has improved accuracy and 
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generalization ability for carbon emissions prediction. The best model which is SR 

(RFR, KNR, GBR) model was deployed using streamlit to create a web application. 

Further findings show that the stacking regressor model SR (RFR, KNR, GBR) shows 

the smallest deviation between actual and predicted carbon emissions when 

compared with the other individual regressor models. 

According to the Tableau forecast results of UK’s carbon emissions from 2019 to 

2030, UK’s carbon emissions will steadily decrease in the future. Carbon emissions 

are likely to fall to 2.58 tonnes per capita emissions by 2030. The results show 

that emissions in domestic sector, commercial sector and industrial sector showed 

a strong downward trend; LULUCF and transport sector showed a continuously 

constant trend in carbon emissions and public sector has a slow downward trend 

in carbon emissions. 

The developed prediction model may also be used to analyse a wide range of 

large-scale carbon emissions data, including complicated and non-linear data 

with missing value, and outlier. The adoption of the newly suggested model 

package offers the UK's climate change committee significant advantages thanks 

to its improved predictive performance, including the ability to prepare more 

precise initial budgets, resource allocations, and project budget in the case of 

carbon emissions. 

Even though the proposed stacking regression machine learning has achieved good 

results, several limitations remain that should be considered. There was lack of 

previous research studies on carbon emission in the UK which allows for further 

analysis and the data used was an annual data which was unable to capture 

seasonality, cycle and trends. This research clearly illustrated the relationship 

between the predictors and per capita emissions, but it also raises the issue of 

whether there are enough influencing elements to improve carbon emission 

prediction. 
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5.3 Recommendations and future work 

Future research could examine a variety of important factors such as GDP and 

energy consumption while reducing the usage of categorical variables to enhance 

the performance of single algorithms in order to construct more accurate and 

robust models. 

Expanding the research to include daily carbon emissions for future forecasting 

allows for the acquisition of a bigger dataset on carbon emissions. Additionally, a 

more thorough exploratory data analysis may be performed on the dataset to 

uncover additional insights and patterns. 

Additionally, machine learning has emerged as a crucial technique in the study of 

CO2 emission predictions. In order to increase accuracy and improve forecasting 

performance, the research can be improved by examining the performance of 

more sophisticated hybrid models. The method of this research's flowchart might 

be used by other high-CO2 emitting nations like China, Russia, Japan, and Germany 

to create reliable prediction models for aiding decision-making when formulating 

environmental (climate change) policies. 

The government should strongly endorse a framework that is favourable to 

sustainable growth as the UK nears the end of its third carbon budget and begins 

its fourth one the following year in order to successfully reduce CO2 emissions. 

For citizens to actively participate in the reduction of CO2 emissions via their own 

behaviours, the government must help people transition to a green economy and 

a low-carbon lifestyle. 
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7. APPENDICES 

7.1 Appendix A: Ethics Form 
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7.2 Appendix B: Tableau Visualization 
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7.3 Appendix C: Forecast Model summary for carbon emissions in Tableau  

All forecasts were computed using exponential smoothing. 

 

Sum of Commercial Total 

Model  Quality Metrics  Smoothing Coefficients 

Level Trend Season  RMSE MAE MASE MAPE AIC  Alpha Beta Gamma 

Additive Additive None  4,718 4,197 0.94 8.0% 247  0.500 0.000 0.000 

 

Sum of Domestic Total 

Model  Quality Metrics  Smoothing Coefficients 

Level Trend Season  RMSE MAE MASE MAPE AIC  Alpha Beta Gamma 

Additive Additive None  7,332 6,739 0.92 5.3% 259  0.482 0.000 0.000 

 

Sum of Industry Total 

Model  Quality Metrics  Smoothing Coefficients 

Level Trend Season  RMSE MAE MASE MAPE AIC  Alpha Beta Gamma 

Additive Additive None  6,373 4,906 0.84 4.2% 255  0.500 0.000 0.000 

 

Sum of LULUCF Net Emissions 

Model  Quality Metrics  
Smoothing 

Coefficients 

Level Trend 
Seaso

n 
 

RMS

E 
MA

E 

MAS

E 

MAP

E 
AIC  

Alph

a 
Beta 

Gamm

a 

Multiplicativ

e 

Multiplicativ

e 
None  522 418 0.87 

28.5

% 

18

5 
 0.029 

0.00

0 
0.000 

 

Sum of Public Sector Total 

Model  Quality Metrics  Smoothing Coefficients 
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Level Trend Season  RMSE MAE MASE MAPE AIC  Alpha Beta Gamma 

Additive Additive None  1,340 1,165 0.80 6.0% 212  0.490 0.000 0.000 

 

Sum of Transport Total 

Model  Quality Metrics  Smoothing Coefficients 

Level Trend Season  RMSE MAE MASE MAPE AIC  Alpha Beta Gamma 

Additive None None  3,436 2,833 1.40 2.2% 234  0.500 0.000 0.000 

 

Avg. Emissions per km2(kt) 

Model  Quality Metrics  Smoothing Coefficients 

Level Trend Season  RMSE MAE MASE MAPE AIC  Alpha Beta Gamma 

Additive Additive None  0.479 0.449 0.86 4.9% -11  0.500 0.000 0.000 

 

Avg. Per Capita Emissions(t) 

Model  Quality Metrics  Smoothing Coefficients 

Level Trend Season  RMSE MAE MASE MAPE AIC  Alpha Beta Gamma 

Additive Additive None  0.368 0.326 0.81 3.9% -18  0.500 0.000 0.000 
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7.4 Appendix D: Forecast summary 

Options Used to Create Forecasts 

Time series: Year 

Measures: 
Sum of Commercial Total, Sum of Domestic Total, Sum of Industry Total, Sum of LULUCF Net 

Emissions, Sum of Public Sector Total, Sum of Transport Total 

Forecast 

forward: 
12 periods (2019 – 2030) 

Forecast base 

on: 
2005 – 2018 

Ignore last: 1 period (2019) 

Seasonal 

pattern: 
None (Searched for a seasonal pattern recurring every 1 Periods) 

 

Sum of Commercial Total 

Initial  Change From Initial  Seasonal Effect  Contribution   

2019  2019 – 2030  Length High Low  Trend Season  Quality 

30,962 ± 29.9%  -95.3%  None  100.0% 0.0%  Poor 

 

Sum of Domestic Total 

Initial  Change From Initial  Seasonal Effect  Contribution   

2019  2019 – 2030  Length High Low  Trend Season  Quality 

91,521 ± 15.7%  -51.7%  None  100.0% 0.0%  Poor 

 

Sum of Industry Total 

Initial  Change From Initial  Seasonal Effect  Contribution   

2019  2019 – 2030  Length High Low  Trend Season  Quality 

79,795 ± 15.7%  -64.4%  None  100.0% 0.0%  Poor 
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Sum of LULUCF Net Emissions 

Initial  Change From Initial  Seasonal Effect  Contribution   

2019  2019 – 2030  Length High Low  Trend Season  Quality 

707 ± 56.9%  -62.6%  None  100.0% 0.0%  Poor 

 

Sum of Public Sector Total 

Initial  Change From Initial  Seasonal Effect  Contribution   

2019  2019 – 2030  Length High Low  Trend Season  Quality 

12,544 ± 20.9%  -75.9%  None  100.0% 0.0%  Ok 

 

Sum of Transport Total 

Initial  Change From Initial  Seasonal Effect  Contribution   

2019  2019 – 2030  Length High Low  Trend Season  Quality 

126,917 ± 5.3%  0.0%  None  0.0% 0.0%  Poor 
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7.5 Appendix E: User interface code 
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7.6 Appendix F: Implementation code 
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