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Abstract

We are all exposed to stress in our day to day lives due to our busy schedule, in attempt to
achieving work life balance, performing daily household chores, managing kids, at
workplace etc. Sometimes, we tend to neglect the development of negative emotions in us
which might cause damage to our physical as well as mental wellbeing. The facial
expressions are nonverbal way of communication, unless and until, it is forcefully
suppressed, in usual cases, human faces exhibit their emotion through expressions and with
the use of computer vision enabled application, it would help every individual to identify
stress by analysing one’s facial expression. In addition to the facial emotion recognition, if
speech emotion and text emotion can also be recognized, it would be more accurate and

beneficial to individual.

The motivation behind choosing this research study is the increasing stressful events in a
common man’s life which could be identified and managed to an extent by developing an
application with emotion recognition capabilities. Current research study helped to develop
a CNN model with accuracy of is 98.4% and 73.67% for Speech Emotion Recognition

system and 71.78% for Facial Emotion Recognition System.

Keywords — CNN Model, Facial Emotion Recognition, Speech Emotion Recognition, Text

to Emotion, Real-time
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1. Introduction

The demand for automated solutions and predictive analytics is growing at a higher pace
due to the incredible inventions in the fields of artificial intelligence and computer vision
technology. Among the diverse technological advancements in the field of Al (Artificial
Intelligence), with the use of machine learning capabilities and deep learning techniques,
emotion recognition applications have gained importance due to its varied application in
different areas such as Education, Healthcare, Human Resource Management, Security &

Policing and Marketing Research.

This study is an attempt to gain insights into the machine learning concepts and deep
learning architecture to develop a multi-modal emotion recognition system comprising of
a facial emotion recognition model, a speech emotion recognition model, and a text-to-
emotion conversion technique which is combined to predict with maximum accuracy, the

emotion identified from the face, speech signals and spoken words.

This research study was motivated by the idea of an existing relationship between stress
and emotion, with the goal of managing the emotion by identifying and guiding the

emotion at the right time to reduce the risks of stress and anxiety.



1.1. The Research Topic - Introduction

Emotions are reactions that humans have in response to events or situations. When a
person experiences an emotion, the circumstances that trigger it determine what kind of
emotion is experienced. Human daily lives are significantly impacted by their emotions.
Decisions are made depending on emotions like happiness, anger, sadness, boredom, or
frustration. According to Hockenbury and Sandra E. Hockenbury, an emotion is a
psychological state that consists of three key elements: a subjective experience, a
physiological response, and a behavioural or expressive response.

The 3 Key Elements of E

Subjective Experience  Physiological Response

>
S
o

Figure 1 The 3 Key Elements of Emotion (source - Verywell / Emily Roberts https://www.verywellmind.com/what-are-
emotions-2795178#citation-2)

Although emotions have names, the experience of those emotions varies from person to
person and is highly subjective in nature, resulting in different physiological responses
such as sweaty palms, racing heartbeats, and so on, which are regulated by the
sympathetic nervous system of the human brain and are responsible for controlling the
body's fight or flight reactions. The behavioural response or expression of emaotion is the
most important aspect of human emotion. Humans are the only creatures capable of



identifying and comprehending emotional expression, which is referred to as emotional

intelligence.

The study of human emotion began from 4th BC when Aristotle attempted to extract the
number of human emotions, and this has been continued by many researchers and
psychologists to identify and categorize human emotions. In 1872, Charles Darwin
defined a shorter list of basic emotions like fear, anger, sadness, happiness, and love.
With the introduction of psychotherapy, the number of emotions increased considerably.
Psychologists defined 90 different emotions to describe and differentiate human
emotions. n 1972, psychologist Paul Ekman suggested in his book "Book of Emotions”
that there are six basic emotions that are universal throughout human cultures: fear,
disgust, anger, surprise, happiness, and sadness. In recent times, there have been a
collective effort by researchers to categorize emotions that are considered universal. One
of the most prominent theories in the field of psychology is Professor Robert Plutchick’s
wheel of emotions where he proposed eight basic emotions- joy, sadness, trust, disgust,

fear, anger, surprise, and anticipation.

1.2. Significance of the Research Area

Many studies have found a link between stress and negative emotions. Stress is the body's
reaction to feeling threatened; it can affect our mood, make us anxious and angry, and it
can also affect our self-esteem. According to a group of medical experts and researchers
in the United Kingdom, more than 37% of British residents experience stress for at least
one full day per week. According to their survey of a 2000 study group from the UK, it
was discovered that more than 85% of adults in the UK are stressed. Money is the most
common source of stress, followed by work, health concerns, a lack of quality sleep, and
household chores. It has also been discovered that women are more stressed than men.
The stress levels and causes vary based on age, where the primary concern of
experiencing stress among 25-34 years are financial problems, whereas 35-44 are both
money and work, people aged 45-54 also feel work is stressful. But people above 55 years
of age are mainly concerned about their health and related issues. COVID crisis, stress

among healthcare workers and children, family problems are other significant stress types



which are prominent since 2020. It is also interesting to know that different age groups
deal with stress differently. Various studies have been conducted to identify the impact of
stress on the body and it has been revealed that stress can have many effects on the body
and emotional effect is often ignored by individuals which might cause serious problems
such as feeling angry, anxious, depressed, isolated, and moody resulting in poorer health
outcomes and increased complications, decreased quality of life, and a greater need for

health care services in the future.

Negative emotions are a result of stress but understanding the mechanism of stress
coupled with negative emotions may help those suffering from stress reduce their
negative emotions. According to published reports from the World Health Organization
(WHO), major depressive disorder is anticipated to be a major reason for disability in the
world by 2030.0n the other hand, the global emotion detection and recognition market is
expected to grow at a compound annual growth rate (CAGR) of 12.9% from US Dollar
(USD) 23.6 billion in 2022 to USD 43.3 billion by 2027. The rising need for emotion
detection systems to analyse emotional states, global adoption of Internet of Things (loT),
Acrtificial Intelligence (Al), Machine Learning (ML), and deep learning technologies,
rising demand in the Automotive Al industry, rising need for high operational excellence,
and rising need for socially intelligent artificial agents are the major factors driving the

market growth.



Attractive Opportunities in the Emotion Detection and Recognition Market

-.."’_

APAC has several high-
income countnes,
including China, Japan,
Australia. Singapore, and
India, with well-developed
Al ecosystems. The nature
of emotion Al is changing
and becoming more
complex
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12.9%

[] The increase in the number of
digitalization initiatives across
developing countries has led
enterprises, both public and
private, 1o deploy emotion Al-
based applications, and this
has led to new business
models that may use emotional
cues for business processes

Increasing regulations for data
protection and information
security are major factors
restraning the emotion
detection and recognition
market growth to some extent

e: estimated; p: projected
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The global emotion detection and recognition market size is
projected 1o grow from USD 23.6 billion in 2022 1o USD 43.3
billion by 2027, recording a CAGR of 12 9% from 2022 t0 2027.
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Changing consumer behaviors
have growth potential to
disrupt the evolution of
digitalizaton and would
impend digitalization benefits,
thereby increasing the need
for emotion detectionand
recognition solutions

Rising need for socially intelligent
artificial agents and increased
demand for speech-based
biometric systemsto enable
multifactor authentication to
drive the emotion detection

and recognition market

Source: Secondary Research, Expert Interviews, and MarketsandMarkets Analysis

Figure 2 Emotion Detection and Recognition Market Dynamics (source - https://www.marketsandmarkets.com/Market-
Reports/emotion-detection-recognition-market-23376176.html)

1.3.

Problem Statement

It is important to recognise stress at the right time to seek support and manage stress in the

right way to avoid affecting the daily lives of individuals. Stress can harm both physical

and mental wellbeing and make people feel anxious and angry, which can result in the

development of exhaustion and strained relationships. In this research study, the emphasis

is to help determine whether a person is under stress by identifying emotion from facial

expression, speech audio signals and text analysis to develop strategies to manage stress

effectively and effortlessly.

1.4.

Research Question

The current research study for the dissertation included an extensive literature review to

10



identify similar significant studies conducted in emotion detection and recognition,

attempted to understand the key technologies used to develop the system by carefully

understanding the underlying concepts, identifying the limitations of study, and

choosing relevant methods that would contribute to the successful implementation of

this system.

“Can a multi-modal emotion prediction model accurately identify and precisely

predict the emotion of an individual from facial expressions, audio speech signals

and spoken words to support manage stress effectively?”

1.5.

1.5.1.

1.5.2.

Research Aim and Objectives
Aim

The aim of this study is to develop an emotion recognition system from facial
expression and speech audio signals using deep learning algorithms for computer
vision technology and built-in text-to-emotion package in Python programming

language based on multimodal input data to detect emotion.

Objectives

1. To extract facial features from images dataset, to label them based on Ekman’s
Facial Action Coding system according to the corresponding facial features
identified. Also, to extract audio features from audio dataset and to label them
corresponding to the identified emotion classes.

2. To perform statistical analysis for standardization (to ensure the extracted

facial features and audio features are resized to a predetermined standard where,
dimensionality is reduced while retaining important features)

3. To evaluate the performance accuracy of the classifier system by using test data

or validation data.

11



1.6.

1.7.

The Social Impact of Emotion Recognition

Emotion Recognition systems has already captured attention and is improvised to
be implemented in Education field where emotion recognition can be used as
innovative tool for improving students’ performance and learning approaches.
(Bouhlal et al.). In Healthcare, there is a much greater than just leveraging
technology for security. Real-time emotion detection can be used to recognise a
variety of emotions patients display during the time of their stay at facility and
analyse the data to ascertain how they are feeling. The analysis' findings can point
up areas where patients require additional care if they're in pain or depressed.
(Sightcorp)

Although, emotion recognition is widely popular due to the potential for
implementation in various industries, it is still growing and is yet to achieve
higher accuracy, precision, and reliability. There is always a risk and drawback of
security and privacy constraints along with socio-cultural issues associated with it
since it uses facial expressions and/or audio signals of a person or a group of
individuals. On a positive note, this can be achieved by incorporating and

regulating policies and by implementing security controls.

Research Approach

A variety of nonverbal information can be exhibited on our face when we are
stressed, which helps to interpret the underlying emotion. For example, raised and
arched eyebrows shows surprise, lowered eyebrows often mean anger, sadness, or
fear. Dilated eyes show interest whereas intense staring shows anger. Other
signals include biting one’s lip which could be sign of anxiety, open mouth
showing fear, these facial features can be extracted by a computer vision
algorithm and can be used to learn, train a machine learning model, and predict
emotion of individuals real-time. This research study aims to look at multi-modal

emotion recognition by using facial expressions, speech audio signals and text.

12



The same concept applies to process speech audio signals. Future of this

application would assist in identifying emotion thereby enabling individuals to

manage stress and omit negative emotion.

1.8.  Project Outline

The current study is divided into six chapters and below is outline of the study.

Future Works

Chapter 1 Introduction This chapter introduces the research question, the
background of the study and develops aims and objectives

Chapter 2 Literature Review | An analysis of currently published academic literature that
formulates the secondary research of the current study

Chapter 3 Conceptual A discussion of models and concepts that influence the

Framework current study are mentioned

Chapter 4 Methodology A detailed discussion of architecture to fulfil the aim and
objectives are mentioned here. This includes Data
collection, Dataset description, Data analysis and model
training

Chapter 5 Results The results obtained from model evaluation and statistical
analysis are mentioned in this chapter

Chapter 6 Discussion The findings obtained from Chapter 5 are discussed in detail

Chapter 7 Conclusion This chapter summarises the findings of the study

Chapter 8 Limitation and This chapter list down the limitations and further

developments based on the findings of the current study

Table 1Dissertation Study Outline

1.9. Project Plan and Implementation

The project plan and execution timelines are conducted as mentioned below in the Gantt

Chart approved and reviewed as part of pilot study. This research study is based on pre-

existing data samples and is implemented based on extensive research and literature

review.

13




Task

M-Jun

08-Jul

05-Aug

12-Aug

19-Aug

2o-Aug

02-5ep

055ep

Pilot Study

Dataset & Preprocessing

Developing Framework

GUI Development

Report writing Draft v1

Model Evaluation

Performance Evaluation

Report Writing Draft v2

User Testing

Report Draft Preparation

Report Submission

Figure 3 Gantt Chart
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2. LITERATURE REVIEW

The Literature review of this research topic, Multi-modal emotion recognition includes
the detailed analysis of previously published literature on the use and combination of
facial emotion recognition, speech emotion recognition and text to emotion recognition
techniques and machine learning models. It has also been attempted to do literature
review on Facial Emotion Recognition and Speech Emotion Recognition separately due
the scarce resources for multi-modal research papers relevant to the current study. The
study is segmented into following categories to attain critical insights into the focus areas
identified through this study which are relevant to answer the research question.

1. Emotion classes used in the multi-modal emotion recognition papers
2. Data sources and data pre-processing activities used in the literature
3. Data analysis tools and visualization techniques used

4. Machine Learning models used and comparison of their results

5. Limitations of studies and recommendations for future

The papers used for the Literature study are taken from various databases like Google

Scholar, IEE, Researchgate.net, Science Direct, APA PsycNet and Semantic Scholar.

2.1 Introduction

Understanding facial expressions is a crucial aspect of nonverbal communication and
speech is one of the most important modes of verbal communication. A combination of
both verbal and nonverbal communication make communication effective and hence,
emotion recognition from both facial expressions and speech audio signals would result in

more accurate prediction of emotion.

‘The human affective state is an indispensable component of human-human
communication. Some human actions are activated by emotional state, while in other

cases it enriches human communication. Thus, emotions play an important role by

15



allowing people to express themselves beyond the verbal domain.’
(Jackson, 2011, p.1)

According to Hess and Thibault, ‘emotions are relatively short duration intentional states
that entrain changes in motor behaviour, physiological changes, and cognitions’ (2009,
p.120). To analyse in detail, the emotion recognition models, it is important to understand
the basic emotions and how they are mapped and categorized from emotion-specific

response.

2.2. Research Material

‘Ekman & Friesen (1967,1969a) have hypothesized that the universals are to be found in
the relationship between distinctive movements of facial muscles and particular emotions
(such as happiness, sadness, anger, fear, surprise, disgust, interest). They suggested that
cultural differences in facial behaviour would be seen because some of the stimuli which
through learning become established as elicitors of emotions will vary across cultures,
because the rules for controlling facial behaviour in particular social settings will vary
across cultures, and because many of the consequences of emotional arouse will also vary
with culture.” (Ekman, 1970).

The six basic emotions obtained as conclusive evidence from their piece of research are
the emotions of happiness, sadness, fear, anger, surprise, and disgust as described by

Ekman and Friesen (1975) in their article “Universal Facial Expressions of Emotions”.

The article published by Paul Ekman and Wallace V Friesen in the year 1976 “Measuring
Facial Movement” reports a new method of describing facial movement based on an
anatomical analysis of facial action. ‘Since every facial movement is the result of
muscular action, a comprehensive system could be obtained by discovering how each
muscle of the face acts to change visible appearance. With that knowledge, it would be
possible to analyse any facial movement into anatomically based minimal action units.’
(Ekman and Friesen, 1976, p 63).

16



This led to developing Facial Action Code (FAC) in which a list of muscles and how each
muscle changes facial appearance were noted. In the next step Ekman and Friesen
examined photographs of faces to determine if all muscular actions could be accurately
distinguished. The figures below are snippets from Ekman and Friesen article with single
action units in the Facial Action Code, instructions on how to make the facial movements
and less precise account of 19 additional single action units.

65

PALL EKMAN, WALLACE V, FRIESEN

TABLE1
Single Action Units (AL) in the Faclal Action Code®
AU FAC Nome Muscular Basis
Number
1. Inner Brow Raiser Frontlis, Pars Medialis
L Outer Brow Raiser Frontalis, Pars Lateralis
4, Brow Lowerer Depressor Glabellag; Depressor
Supercilli; Corrnugator
5 Upper Lid Raiser Levater Palpebrae Superioris
6, Cheek Raiser Orbicularis Oculi, Pars Orbitalis
T, Lid Tightener Orbicularks Oculi, Pars Palebralls
9, Mose Wrinkler Levator Lakii Superioris,
Alaegque Nasi
10, Upper Lid Raiser Levator Labii Superioris, Caput
Infracrbitalis
1, Masolabial Fold Deepener Iygomatic Minor
12, Lip Corner Puller Zygomatic Major
13, Cheek Puffer Caninus
14, Dimpler Buccinnator
15 Lip Corner Depressor Triangularis
16, Lower Lip Depressor Depressor Labii
7. Chin Raiser Menalis
18, Lip Puckerer Incisivii Labii Superioris;
Incisive Labii Inferioris
20. Lip Stretcher Risorius
22, Lip Funneler Orbicularis Oris
3. Lip Tightner Orbicularis Oris
24, Lip Pressor Orbicularis Oris
25, Lips Part Depressor Labii, or Relaxation
of Mentalis or Orbicularis Oris
25, Jaw Drop Masetter; Temporal and Ingernal
- Prarygoid Relaxed
27, Mouth Stretch Prerygoids; Digastric
28. Lip Suck Orbicularis Oris

*The mumbers are arbitrary and do not have any significance axcept that 1-7 refers 1o browd,
forehead or eyelids,

Figure 4 Single Action Units in the Facial Action Code (source - (Ekman and Friesen, 1976,p.65).

17



MEASURING FACIAL MOVEMENT

TABLE 2
An Example of the Information Given in the FAC for Each Action Unit

ACTION UNIT 15=Lip Corner Depressor

The muscle underlying AU 15 emerges from the side of the chin and runs up-
wards artaching to 4 point near the corner of the lip. In AU 15 the corners of the
lips are pulled dwn Study the anatomical drawings which show the laeation of
the muscle underlying this AL
(1) Pulls the comers af the lips down,
[2) Changes the shape of the lips so they are angled down at the
and usually somewhat stretched harizontally. -
13} Produces some pouching, bagging, or wrinkling of skin beiow the lips’
«corners, which may not be apparent unless lhnetlcﬁm is strong. P
(4] May flatten or cause bulges to appear on the chin boss oduce
depression mediaily under the lower lip. » may P
{5} If the nasolabial furrow® is permanently etched, it will deepen and
may sppear pulled down or lengthencd. ' .
The photographs in FAC show both slight and strang versions of this Actian Unit.
Nate that appearance change (3) is mest apparent in the stronger versions, The

phatograph of 6+15 shows how the appearance ch d 1 these
of 15, Swdy the film of AL 15, RS E

How To Do 15

Pull_ymr lip cormers downwards. Be careful not to raise your lower lip at
the same time—de not use AL 17, If you are unable to do this, place your fingars
above the lip corners and push dawnwards, noting the changes In appearance,
Naw, try to hold this appearance when you 1ake your fingers away.

When To Score SHight Versions of 15

Elongating the mouth is irrelevant, as |
P , 88 it may be due to AU 20, AU 1S, or

(1) If the lig line s sraight or slightly up in neutral face, then the li -
ners must be pulled down at least slighthy to score 15, w e
or {2) I lip line is slightly or barely down in neurral face, then the Il
p cors
ners must be pulled down slightly mere than neutral and
sult of AU1T or AL 20, - ot the re-

*A wrinkle exzending froe beyond the nostil wings down ta biyand the lip carners,

Copyright © Ekman & Friesen_ 1976
Figure 5 Example of information given in the FAC for each Action Unit (source - (Ekman and Friesen, 1976, p.66)

TABLE 3
More Groasly Defined ALs in the Facial Action Code

AU Number FAC Mame
19, Tongue Out
. Neck Tightener
29, Jaw Thrust
30. Jaw Sideways
31. Jaw Clencher
32 Lip Bite
33, Cheek Blow
34, Cheek Puff
35 Cheek Suck
36, Tongue Bulge
an Lip Wipe
38, Nostril Dilater
39, MNastril Compressor
41, Lid Droop
42, Slit
43, Eyes Closed
44, Squint
45, Blink
46, Wink

Figure 6 More grossly defined AUs in the Facial Action Code (source - (Ekman and Friesen, 1976,p.69).

18



‘Work on facial expressions of emotions (Calder, Burton, Miller, Young, & Akamatsu,
2001) and emotionally inflected speech (Banse & Scherer, 1996) has successfully
delineated some of the physical properties that underlie emotion recognition. To identify
the acoustic cues used in the perception of nonverbal emotional expressions like laugher
and screams, an investigation was conducted into vocal expressions of emotion, using
nonverbal vocal analogues of the "basic™" emotions (anger, fear, disgust, sadness, and
surprise; (Ekman & Friesen, 1971), (Scott et al., 1997), and of positive affective states
(Ekman, 1992, 2003); (Sauter & Scott, 2007) (K Scott et al.2010).

(K Scott et al. 2010), In this research study, firstly an emotional stimulus was categorized
and scored to ensure that listeners could identify and rate the sounds to create confusion
matrices. A principal components analysis of the rating data yielded two underlying
dimensions, correlating with the perceived valence and arousal of the sounds. Secondly,
acoustic properties of the amplitude, pitch, and spectral profile of the stimuli were
measured. A discriminant analysis procedure established that these acoustic measures
provided sufficient discrimination between expressions of emotional categories to permit
accurate statistical classification. Multiple linear regressions with participants' subjective
ratings of the acoustic stimuli showed that all classes of emotional ratings could be
predicted by some combination of acoustic measures and that most emotion ratings were
predicted by different constellations of acoustic features. The results demonstrate that,
similarly to affective signals in facial expressions and emotionally inflected speech, the
perceived emotional character of affective vocalizations can be predicted based on their

physical features.
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Figure 6 A) Principal component analysis for positive and negative emotional vocalizations.
B) Average ratings on the dimensions arousal and valence for each category of emotional sounds (n=20).
(Source- K Scott et al.)
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Figure 7 Venn diagram showing classes of acoustic information that are used to predict participants’ ratings for each
of the emotional scales.
(Source- K Scott et al.)
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The various aspects on which an audio emotion recognition is conducted are discussed
here. An important aspect which was investigated recently was the emotion representation
of audio features. Audio features such as pitch (Busso, Lee, & Narayanan, 2009;
Devillers, Vidrascu, & Layachi, 2010), log energy, zero crossing rate (Chien Hung, Ping
Tsung, & Chen, 2010; Chih-Chang, Chien-Hung, Ping-Tsung, & Chen, 2010), spectral
features (Wong & Sridharan, 2001), voice quality (Lugger & Bin, 2007), jitter(Xi et al.,

2007), etc. have been discovered useful in emotion recognition.

Latest trends in research of audio emotion recognition emphasized the use of combination
of distinctive features to achieve improvement in the recognition performance. A
researcher (Yeh, Pao, Lin, Tsai, and Chen,2011) developed a system to recognize five
emotions using up to 128 audio features. The databases used are IEMOCAP and AIBO to
build a model of multiple layers and 384 features were extracted such as zero crossing
rate, root-mean-square energy, voice quality, pitch, MFCC.’ (Ooi et al.).

Speech features can be classified into three groups: vocal tract system, prosodic, and
excitation source features. VVocal tract system feature like Log Frequency Power
Coefficients (LFPC), MFCC and LPCC when used in combination can recognize up to 6
emotions on SAVEE Dataset. Standard databases such as Emo-DB, eNTER-FACE’05,
and RML emotion database are frequently used by researchers. HMM, Support VVector
Machine (SVM) and Neural Network classifiers are used in this research study to model
sequential data. The Neural Network can be divided into three categories, Recurrent
Neural Network (RNN) (Wei & Guanglai, 2009), Multi-Layer Perception (MLP) Neural
Network (Lu & Wei, 2004), and RBF Neural Network (Chen, Cowan, & Grant, 1991).
The dataset, emotions used, models and their accuracy percentage from this study is
tabled below.

Dataset

eNTERFACE’05 database RML database
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Classifier Model

Recognition Rate

Hidden Markov Model - 52%
(HMM)
RBF Neural Network 75.8% 68.57%

(proposed audio emotion

recognition system)

Support Vector 62.8% -
Machine(SVM)

Table 2 Dataset and Classifier model information for the audio emotion recognition model (source - Ooi et al., 2014)

SVM was used on eNTERFACE’05 database and HMM was used on RML Database,

RBF neural network outperformed on both datasets.

(Hossain and Muhammad, 2019)” Emotion recognition using deep learning approach
from audio—visual emotional big data” proposes an audio-visual emotion recognition
system by using one deep neural network to extract features and another deep network to
fuse features and Support Vector Machine (SVM) classifier is used to perform final
classification. Below block diagram with the proposed emotion recognition system and
detailed pre-processing steps of speech and video in the proposed system clearly covers

the entire process.
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Figure 8 Block Diagram of the proposed audio-visual emotion recognition system (source - Hossain and Muhammad,
2019)
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Figure 9 Overall Data Processing of the proposed audio-visual emotion recognition system (source - Hossain and
Muhammad, 2019)

In the proposed system, Mel spectrogram is obtained from speech signal converted to
grey image is inputted to the 2D CNN model. For the video signal, key frames are
selected to calculate histograms and a face detection algorithm, Viola-Jones algorithm is
applied to crop the face. 16 key frames are selected from one video segment which are
converted to grey image and sampled to 227x227 and is inputted to the 3D CNN model.
Two ELM functions based on a single hidden layer feed-forward network is used to fuse
the scores from two CNN models and is inputted to SVM classifier which achieved
99.9% accuracy. Big Data of emotion and the eNTERFACE database were used for the
evaluation.

(Hassan et al., 2019) proposed a physiological signal based human emotion recognition

algorithm which is different in context from the methodology of the current study.
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However, an analysis of different concepts would give another perspective to approach
the research problem. The subjects are asked to watch a set of videos and physiological
data is collected using EDA, PPG and zEMG sensors. A deep neural network model is
used. The down-sampled fused sensor observations are inputted to the deep neural
network which predicts 5 classes of emotion with 89.53% accuracy

(Singh and Fang, 2020) uses IEMOCAP dataset of audio-visual data of 5 men and 5
women in total, where each sentence is labelled with one emotion. Spectrograms were
generated in two segments with and without noise clean up and were data augmented by
cropping and rotation. Video frames were chosen in accordance to the speech
spectrogram images and were cropped and resized. CNN+RNN Model was used for audio
spectrograms and 3D CNN was used for video frames. Different model architecture
combinations were used in audio (CNN, CNN+RNN & CNN+LSTM) and audio video
signals (CNN+RNN+3DCNN.) to compare accuracy and the latter performed better with

71.75% accuracy and predicted happy, sad,angry and neutral emotion classes.

(Chang and Skarbek, 2021) proposes a multi-modal emotion recognition system that uses
a novel end to end Deep Neural Network where data pre-processing includes Spatial data
augmentation and Time dependent data augmentation were performed on visual frames
and vocal frames. RAVDESS dataset and Crema-d dataset were used and 10-folder inter
validation concepts were used for splitting train and test data set. Results achieved an
average accuracy of 91.4% on the RAVDESS dataset and 83.15% on the Crema-d
dataset.

(Dobrisek et al., 2013) The multi-modal emotion recognition system introduced in this
paper consists of an audio and a video sub-system where each subsystem processes their
input and produce a matching score. The two scores are then fused using sum rule and
product rule fusion schemes which is then inputted to a SVM classifier. eNTERFACE'05
corpus dataset with 6 emotion classes were used. Product rule fusion scheme with SVM

achieved maximum accuracy of 77.5%.
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(Busso et al., 2004) The proposed system pre-processes audio and video features and
performs two different approaches to fuse audio and video features. Feature-level fusion,
in which a single classifier with features of both modalities are used and, decision level
fusion, in which a separate classifier is used for each modality, and the outputs are
combined using different criteria such as weight combining rule, product combining rule,
averaging combining rule and product combining rule. Overall accuracy is almost same
for the proposed system with different rules applied and the maximum among all is
product combining with 88.9% accuracy. The database used was recorded by an actor
with markers attached to capture visual information. Four classes of emotions, Happiness,

Anger, Sadness and Neutral were recognized.

(Ebrahimi Kahou et al., 2015) The proposed system uses 3 different structures of CNN
architecture namely deep structure with 3x3 filter size, three-layer CNN with 5x5 filters
and another three-layer CNN with 9x9 filter size. Different combinations of dataset were
used such as Toronto Face Database (TFD) with 4,178 images and the Facial Expression
Recognition dataset (FER2013) containing 35,887 images, both with seven basic
expressions: angry, disgust, fear, happy, sad, surprise and neutral. The pre-processing
process detected five facial key points for all images using CNN cascade method. A mean
shape was computed by averaging the coordinates of key points for each dataset. For
video, Recurrent Neural Network (RNN) was used to aggregate frame features due to its
ability to deal with variable frames. Although the focus of this research study was to
perform emotion recognition on video, audio features were also extracted from the video
clips using open-source Emotion and Affect Recognition(openEAR) toolkit. The resulting
test performance was only 49.907% and the researcher assumes it could be due to

overfitting.

(Lietal., 2020) In this paper, researcher proposed a multimodal attention based BLSTM
network architecture for efficient multimodal emotion recognition from spectrograms.
Attention-based BLSTM-RNNSs is capable of learning feature representations and
modelling temporal dependencies between their activation. The experiments show that the

proposed model performed competitive results on the AMIGOS dataset. In this model,
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spectrogram is used as the input of the LSTM framework, then Attention-based BLSTM-
RNN layers will extract sequential features from spectrogram considering it as an image
sequence channel. These features are then fed into a DNN to predict the probability of
emotional output. A decision level fusion strategy based DNN is finally used to recognize
the final emotion state. Different weights scheme was used to evaluate the performance.
This model achieved 82% and outperformed over Naive Bayes model.2.3. Conclusion
The Literature Review for this research study has been extremely helpful to gain a clear
understanding of the academic research works carried out in the field of Artificial
Intelligence.

2.3. Conclusion

(RSIS, 2019) This research work attempt to find out the real time applications of Human
Emotion Recognition and clearly stresses the importance of further studies in the field of
human emotion recognition due to the relevance of facial emotion recognition, audio
emotion recognition , text to emotion, study of physiological response in the areas of
Education, Medical Science, Mental Health.
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3. Conceptual Framework

The proposed system constitutes two Convolutional Neural Network models to perform
Facial Emotion Recognition and Speech Emotion Recognition. Below architecture

diagram depicts the process and the underlying concepts which is discussed in detail.
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Based on the six basic emotions described by Ekman and Friesen (1975) in their research
study “Universal Facial Expressions of Emotions”, six emotion classes were selected to
be used in the current research to perform multi-modal emotion recognition consisting of
Facial Emotion Recognition and Speech Emotion Recognition. The classes of emotions

are happiness, angry, sad, neutral, disgust and surprise.

3.1. Facial Emotion Recognition

Facial expression is a form of non-verbal communication which can be recognized by a
human brain which is referred to as emotional intelligence. With the advent of machine
learning and exponential growth in the real time application in Artificial Intelligence, an
attempt to develop emotion recognition application began to arise. This was first
conceptualized with the development of object detection framework proposed by Paul
Viola and Michael Jones in 2001 which can accurately detect objects particularly faces
and is still widely used in CNN based machine learning models. This framework
combines the concept of Haar-Like-Features, Integral images, cascade classifier and

Adaboost algorithm to develop successfully predicting real time object detection model.

3.1.1 Viola-jones Object Detection Algorithm

The first and foremost step in emotion recognition is face detection for which Viola Jones
Object Detection Algorithm is used. Object Detection or Face Detection (in this case) is a
binary classification problem, and it is very important to have a classifier constructed
which can minimize the misclassification risk. The algorithm must also be able to
minimize false negative and false positive rates to achieve a satisfactory performance.
The Viola Jones Algorithm has four main steps which are as follows:

a. Selecting Haar-like features

b. Creating an integral image
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c. Running Adaboost Training

d. Creating classifier cascades

3.1.1.a. Haar-like feature

(Wang, 2014) The Viola- Jones Algorithm used Haar-like features which is a scalar

product between image and Haar-like templates.

Let I and P denote an image and pattern, both of same size N x N, then the feature

associated with Pattern P of Image I is defined by,

Z Z I(2, 7)1p(i ) is white Z Z I(i, 7)1 p(ij) is black:

1<isV 1< N 1=iN 1<j=N

To neutralise the effect of different lighting conditions, all the images must be mean
and variance normalized beforehand. Those images with variance lower than one with

little or no information are omitted.
In the below picture, the background of a template like (b) is painted grey to highlight

the pattern’s support. Only those pixels marked in black or white are used when

the corresponding feature is calculated.

__

ia) (b) (c)
Figure 11 Haar-Like Features example picture (source - (Wang,2014))

The number of features one can draw from an image depend on their relative
positions. For instance, a 24 x 24 image has 43200, 27600, 43200, 27600 and 20736
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features of category (a), (b), (c), (d) and (e) respectively, hence 162336 features in

total.

(a) (b) () (d) (e]

Figure 12 Five Haar-like Patterns (source-(Wang,2014))

In the above picture, only five patterns are considered, and the derived features will
have all the details required to characterize a face. Below is the algorithm to compute

Haar-like feature vector for a 24 x 24 image. (Wang,2014)

There are 3 types of Haar-like features that Viola and Jones identified in their
research, these features help the machine to understand what the image is.

1. Edge features

2. Line-features

3. Four-sided features

Some, when the images are received, each feature has a value of its own.

(Wang,2014) Algorithm - Computing a 24 x 24 image’s Haar-like feature vector

1: Input: a 24 x 24 image with zero mean and unit variance

2: Output: a d x 1 scalar vector with its feature index f ranging from 1 to d
3: Set the feature index f < 0

4: Compute feature type (a)

S:forall (1,j) such that 1 <1<24and 1 <j<24do

6: for all (w, h)suchthati+h—1<24andj+2w—1<24do

7: compute the sum S1 of the pixelsin [i,i+h— 1] x[j,j+w — 1]

8: compute the sum S2 of the pixelsin [i,i+h— 1] x[j+w,j+2w — 1]
9: record this feature parametrized by (1, 1, j, w, h): S1 —S2

10: f—f+1

11: end for

12: end for

13: Compute feature type (b)
14: for all (i,j) such that 1 <i<24and 1 <j <24 do

30



15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:

28

for all (w, h) suchthati+h—1<24andj+3w—1<24do

compute the sum S1 of the pixelsin [i,i+h—1] % [j,j+w—1]
compute the sum S2 of the pixelsin [i,i+h— 1] x [+ w,j+ 2w — 1]
compute the sum S3 of the pixelsin [1,1+h— 1] X [j+ 2w, ]+ 3w — 1]
record this feature parametrized by (2, 1, j, w, h): S1 —S2 + S3
f—f+1

end for

end for

Compute feature type ()

for all (i,j) suchthat 1 <i<24and 1 <j<24 do

for all (w, h) suchthati+2h—1<24andj+w—1<24do

compute the sum S1 of the pixelsin [i,i+h—1] % [j,j+w—1]
compute the sum S2 of the pixelsin [i +h,i+2h—1] x[j,j+w—1]

: record this feature parametrized by (3, 1, j, w, h): S1 —S2
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41
42:
43:
44.
45:
46:
a47.
48:
49:
50:
51:
52:

f—f+1

end for

end for

Compute feature type (d)

forall (i,j) such that 1 <i<24and 1 <j <24 do

for all (w, h) suchthati+3h—1<24andj+w—1<24do

compute the sum S1 of the pixelsin [i,i+h— 1] x [j,j+w — 1]
compute the sum S2 of the pixelsin[i +h,i+2h—1] x[j,j +w—1]
compute the sum S3 of the pixels in [i +2h, 1+ 3h— 1] x [j,j + w — 1]
record this feature parametrized by (4, 1, j, w, h): S1 —S2 + S3
f—f+1

end for

end for

Compute feature type (e)

forall (1,j) such that 1 <i<24and 1 <j<24 do

for all (w, h) such thati+2h—1<24andj+ 2w —1<24do
compute the sum S1 of the pixelsin [1,1+h— 1] x[j,j+w — 1]
compute the sum S2 of the pixelsin[i +h,i+2h—1] x[j,j +w— 1]
compute the sum S3 of the pixelsin [i,i+h— 1] x [+ w,j+ 2w — 1]
compute the sum S4 of the pixelsin[i+h,i+2h—1] x[j+w,j+2w — 1]
record this feature parametrized by (5, 1, j, w, h): S1 —S2 — S3 + S4
f—f+1

end for

end for
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3.1.2. Convolutional Neural Network (CNN) Model Architecture

Convolutional Neural Network (CNN) is a network architecture for deep learning which
learns directly from data without the need for manual feature extraction. CNNs are useful
for object detection, faces by finding patterns in images to perform recognition. CNN
model is also useful for classifying non-image data such as audio, time series and signal
data. (“What Is a Convolutional Neural Network?”)

Advantages of using CNNs for deep learning are due to the below three factors:

1. Eliminate the need for manual feature extraction

2. Produce highly accurate recognition results

3. CNNs can be retrained ad enable to build on pre-existing networks

2.1.2.a. CNN Workflow

A CNN network can have ten or hundreds of layers and each layer learn to detect
different features of an image. The output of each convolved image is used as the input to
next layer. The filters can start with simple features and may increase in complexity to

features that uniquely define the object.

L o 4
)
Inputs  @u— Outputs
O—
G
Input Layer Output Layer

Hidden Layers

Figure 13 CNN Layers (source - https://uk.mathworks.com/discovery/convolutional-neural-network-matlab.html#how-
they-work)
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Three of the most common layers of CNN architecture are:

1. Convolution layer allows the input images to pass through a set of convolutional
filters, each of which activates certain features from the images.

2. Rectified linear unit (ReLU) allows for faster and more effective training by
mapping negative values to zero and maintaining positive values. This is
sometimes referred to as activation, because only the activated features are carried
forward into the next layer.

3. Pooling simplifies the output by performing nonlinear down sampling, reducing
the number of parameters that the network needs to learn.

These operations are repeated over tens or hundreds of layers, with each layer

learning to identify different features.

— CAR
- TRUCK
— VAN

[j D — BICYCLE

FULLY
INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU POOLING FLATTEN O erep SOFTMAX
FEATURE LEARNING CLASSIFICATION

Figure 14 CNN network with many convolutional layers(source - https://uk.mathworks.com/discovery/convolutional-
neural-network-matlab.html#how-they-work)
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4. Methodology

This chapter discusses in detail, the steps carried out to develop a multi-modal emotional
recognition model by identifying a reliable and suitable dataset required to train and test a
facial emotion recognition and speech emotion recognition model. The research approach
was primarily to gather secondary dataset which is already been created solely for the
purpose of emotion recognition research purposes. Greater attention was given to ensure
that sufficient data was available to train the model with the chosen classes of emotions.

4.1. Introduction

The current research focuses on an inducive approach. The step-by-step approach used for

the development of multi-modal emotion recognition is discussed in detail below.

For the ease of access and security and to resolve low disk space issues, google colab was
used in this research to perform the tasks. Google Colab provided collaborative interface

and computing resources to perform dataset storage and model training.

This section of current research is divided into four which consist of:
1. Facial Emotion Recognition Model
2. Speech Emotion Recognition Model
3. Text2emotion Package
4. GUI Application

4.2. Facial Emotion Recognition Model
The development of facial emotion recognition model includes the below steps.

Importing libraries and packages
Dataset

Data Pre-processing

Creating model structure
Training the CNN model

S o

Saving model structure
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7. Saving trained model

8. Model Evaluation

4.2.1. Importing libraries and packages

° pip install numpy - N |
!pip install opencv-python
!pip install keras
Ipip install pillow
Ipip-install tensorflow==2.8
!pip3 install --upgrade tensorflow
'apt install --allow-change-held-packages libcudnn@=8.1.8.77-1+cudall.2

Looking in indexes: https://pypi.org/simple, https://us-python.pkg.dev/colab-wheels/public/simple/
Requirement already satisfied: numpy in /usr/local/lib/python3.7/dist-packages (1.21.6)
Looking in indexes: https://pypi.org/simple, https://us-python.pkg.dev/colab-wheels/public/simple/
Requirement already satisfied: opencv-python in fusr/local/lib/python3.7/dist-packages (4.6.8.68)
Requirement already satisfied: numpy»=1.14.5 in /usr/local/lib/python3.7/dist-packages (from opencv-python) (1.21.6)
Looking in indexes: https://pypi.org/simple, https://us-python.pkg.dev/colab-wheels/public/simple/
Requirement already satisfied: keras in fusr/local/lib/python3.7/dist-packages (2.9.8)
Looking in indexes: https://pypi.org/simple, https://us-python.pkg.dev/colab-wheels/public/simple/
Requirement already satisfied: pillow in /usr/local/lib/python3.7/dist-packages (7.1.2)
Looking in indexes: https://pypi.org/simple, https://us-python.pks.dev/colab-wheels/public/simple/
Collecting tensorflow==2.8

Downloading https://us-python.pkg.dev/colab-wheels/public/tensorflou/tensorflow-2.8.0%2Bzz2c01ab2622085061622683-cp37-cp37m-linux_x86_64.whl (668.3 MB)

| 668.3 MB 17 kB/s

Requirement already satisfied: termcolor>=1.1.8 in /usr/local/lib/python3.7/dist-packages (from tensorflow==2.8) (1.1.8)
Requirement already satisfied: opt-einsum>=2.3.2 in /usr/local/lib/python3.7/dist-packages (from tensorflow==2.8) (3.3.8)
Requirement already satisfied: tf-estimator-nightly==2.8.8.dev20211221089 in /fusr/local/lib/python3.7/dist-packages (from tensorflow==2.8) (2.8.8.dev2021122189)
Requirement already satisfied: flatbuffers»=1.12 in /usr/local/lib/python3.7/dist-packages (from tensorflow==2.8) (1.12)
Collecting tensorboard<2.9,>=2.8

Downloading tensorboard-2.8.8-py3-none-any.whl (5.8 MB)

| 5.8 MB 5.2 MB/s

Requirement already satisfied: tensorflow-io-gcs-filesystem»=8.23.1 in /usr/local/lib/python3.7/dist-packages (from tensorflow==2.8) (8.26.0)

Figure 15 Import Libraries and Packages

o # import required packages
import cv2
from keras.models import Sequential
from keras.layers import Conv2D, MaxPooling2D, Dense, Dropout, Flatten
from tensorflow.keras.optimizers import Adam
from keras.preprocessing.image import ImageDataGenerator

Figure 16 FER - Importing libraries & packages

a. Numpy Package
(Google Colab syntax: !pip install numpy)
“NumPy is the short form for Numerical Python, one of the basic and fundamental
packages in Python language. It provides support for large multidimensional arrays
matrices along with a collection of high-level mathematical functions.”
(Vidhya,2020)

b. OpenCV-Python
(Google Colab syntax: Ipip install opencv-python)
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“OpenCV-Python is a library of Python bindings designed to solve computer vision
problems. OpenCV-Python makes use of Numpy, which is a highly optimized
library for numerical operations with a MATLAB-style syntax. All the OpenCV
array structures are converted to and from Numpy arrays. This also makes it easier
to integrate with other libraries that use Numpy such as SciPy and Matplotlib.”
(Learning,2021)

Keras

(Google Colab syntax: Ipip install keras)

“Keras is a minimalist Python library for deep learning that can run on top of
Theano or TensorFlow. It was developed to make implementing deep learning
models as fast and easy as possible for research and development. It runs on Python
2.7 or 3.5 and can seamlessly execute on GPUs and CPUs given the underlying
frameworks.” (Brownlee)

Pillow package

(Google Colab syntax: pip install opencv-python)

“Python Imaging Library (also known as PIL or Pillow) is a free and open-source
library use for image manipulation and processing in Python. Pillow is the newer
version, built upon PIL with greater support for Operating Systems and Python3.”
(“Python Pillow (PIL) Tutorial - Image Manipulation™)

TensorFlow

(Google Colab syntax: pip install tensorflow==2.8)

“TensorFlow is an open source software library for high performance numerical
computation. Its flexible architecture allows easy deployment of computation across

a variety of platforms.” (“Tensorflow”)
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4.2.2. Dataset

To mount the contents of Google Drive where the dataset is stored

o # Run this cell to mount your Google Drive.
from google.colab import drive
drive.mount('/content/drive")

C» Mounted at /content/drive

Figure 17 Mounting Google Drive to access dataset

~ [ MyDrive
» @ CREMA-D Dataset
» [ Colab Notebooks
» [ Colab_Notebooks
~ [j§ Facial_Data
+ [ Test
+ [ Train

Figure 18 Dataset - Train and Test Folders

“The dataset used to train Facial Emotion Recognition model is FER 2013 Dataset which
contains 28,709 facial RGB images of different expressions with size restricted to 48x48,
and the main labels of it can be divided into 7 types: 0=Angry, 1=Disgust, 2=Fear,
3=Happy, 4=Sad, 5=Surprise, 6=Neutral. The Disgust expression has the minimal number
of images which is 600, while other labels have nearly 5,000 samples each.” (“Papers
with Code - FER2013 Dataset™)

Figure 19 FER-2013 Dataset (source - Researchgate.net)
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4.2.3. Data Pre-processing

# Initialize image data generator with rescaling
train_data_gen = ImageDataGenerator(rescale=1./255)
validation data gen = ImageDataGenerator(rescale=1./255)

Figure 20 ImageDataGenerator

‘ImageDataGenerator method is a “standardize” method which performs in-place
normalization to the batch of inputs. It is an important data augmentation step. Different
normalization techniques including centering the sample, rescaling input or performing
zca whitening are all performed by ImageDataGenerator method.” (Kang & Atul)

Here, this parameter is used to scale array of original image pixel values to be between
[0,1] and specify the parameter rescale=1. /255.

# Preprocess all test images

train_generator = train_data_gen.flow_from_directory(
'fcontent/drive/MyDrive/Facial Data /Train’',
target size=(48, 48),
batch size=64,
color mode="grayscale",
class mode='categorical')

# Preprocess all train images
wvalidation_generator = validation_data_gen.flow_from_directory(
'fcontent/drive/MyDrive/Facial Data /Test',
target size=(48, 48),
batch size=64,
color mode="grayscale",
class mode='categorical')

Figure 21 Data Pre-processing - Train and Test Image Dataset

‘Keras API has ImageDataGenerator class which allows the users to perform image
augmentation. The ImageDataGenerator class has three methods flow

(), flow_from_directory() and flow_from_dataframe() to read the images from a big
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numpy array and folders containing images.” (J)

The flow_from_directory () method has the following attributes:

e The directory must be set to the path where your ‘n’ classes of folders are present.

e The target_size is the size of your input images; every image will be resized to this
48 x 48 size

e color_mode: if the image is either black and white or grayscale set “grayscale” or
if the image has three color channels, set “rgb”.

e Dbatch_size: No. of images to be yielded from the generator per batch.

e class mode: Set “binary” if only two classes to predict, if not set to “categorical”,

e shuffle: Set True if order of the image that is being yielded need to be shuffled,
else set False.

e seed: Random seed for applying random image augmentation and shuffling the

order of the image. (J)

4.2.4. Creating model structure

# create model structure T oo B QRN

emotion_model = Sequential()

emotion_model.add(Conv2D(32, kernel_size=(3, 3), activation="relu', input_shape=(48, 48, 1)))
emotion_model.add(Conv2D(64, kernel_size=(3, 3), activation="relu'))
emotion_model.add(MaxPooling2D(pool_size=(2, 2)))

emotion_model.add(Dropout(8.25}))

emotion_model.add{Conv2D(128, kernel_size=(3, 3), activation="relu'))
emotion_model.add(MaxPooling2D(pool_size=(2, 2)))
emotion_model.add(Conv2D(128, kernel_size=(3, 3), activation="relu'))
emotion_model.add(MaxPooling2D(pool_size=(2, 2)))
emotion_model.add(Dropout(8.25))

emotion_model.add(Flatten())

emotion_model.add(Dense(1624, activation="relu'})
emotion_model.add(Dropout(8.5))

emotion_model.add(Dense(7, activation="softmax"))
cv2.ocl.setUseOpenCL(False)

emotion_model.compile(loss="categorical_crossentropy’', optimizer=Adam(lr=8.08001, decay=1e-6), metrics=['accuracy’])

Figure 22 CNN Model Structure for Facial Emotion Recognition

A Sequential model is created with a plain stack of layers where each layer has exactly

one input tensor and one output tensor.
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Convolution is a mathematical operation that require two inputs, if two inputs are named
x and f, then the convolution operation takes selective part of input x, transforms it into Y
using the values of filter f.

i.e. Y =xf
Here, x is a 2-dimensional array of images and f is a 2D matrix and the content of each of
these matrices will evaluate the content of the output image Y. For the ease of
mathematical computation, the sizes are always odd numbers and symmetrical.

Here, the model used 32 filters stacked one after another and each filter is of size 3x3, and
model will learn a total of 288 parameters(32x3x3)

A Pooling layer is added where MaxPooling method is used to reduce the training
parameters by half in width and height.

A fully connected layer will add a final layer to the model with dimensions equal to the
number of categories of the classification problem.

The compile method requires several parameters. The loss parameter is specified to have
type ‘categorical_crossentropy' where Categorical cross entropy is a loss function that is
used in multi-class classification tasks. The metrics parameter is set to ‘accuracy' and
Adam optimizer is used for training the network. Adam Optimizer - Adaptive Moment
Estimation is an algorithm for optimization technique for gradient descent.

4.2.5 Training the CNN model

# Train the neural network/model

emotion model info = emotion model.fit generator(
train_generator,
steps_per_epoch=2878%9 // 64,
epochs=58,
validation date=validation_ generator,
validation steps=7172 // 64)

Figure 23 Training the CNN Model

The next step is to train the model by parsing the training data. A subset of the dataset is
used for validation. Epochs are the number of iterations in which training takes place. In
each iteration, a limited number of images are passed to the model in batches (defined as
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batch_size which is 64).

[+ Found 28719 images belonging to 7 classes.
Found 7178 images belonging to 7 classes.
Jfusr/local/lib/python3.7/dist-packages/keras/optimizers/optimizer_v2/adam.py:118: UserWarning: The “1r" argument is deprecated, use “lear
super{Adam, self)._ init (name, **kwargs)
fusr/local/lib/python3.7/dist-packages/ipykernel_launcher.py:57: UserWarning: “Model.fit_generator” is deprecated and will be removed in

Epoch 1/58
448/448 [ 1 - 5841s 13s/step - loss: 1.7868 - accuracy: 8.2713 - val_loss: 1.8584 - val_accuracy: @8.3643
Epoch 2/58
4487448 | 1 - 51s 1l4ms/step - loss: 1.6118 - accuracy: 8.3749 - val_loss: 1.5384 - val_accuracy: @.4853
Epoch 3/58
448/448 [ 1 - 51s 114ms/step - loss: 1.5282 - accuracy: 8.4155 - val_loss: 1.4557 - val_accuracy: @.4474
Epoch 4/58
448/448 [ 1 - 51s 113ms/step - loss: 1.4523 - accuracy: 8.4444 - val_loss: 1.4@83 - val_accuracy: @.4661
Epoch 5/5@
4487448 | 1 - 53s 119ms/step - loss: 1.3948 - accuracy: 8.46%98 - val_loss: 1.354% - val_accuracy: @.4824
Epoch 6/58
448/448 [ 1 - 58s 112ms/step - loss: 1.3422 - accuracy: 8.4984 - val_loss: 1.3113 - val_accuracy: @.4999
Epoch 7/58
4487448 | 1 - 58s 1llms/step - loss: 1.2977 - accuracy: 8.58%1 - val_loss: 1.2886 - val_accuracy: @.5144
Epoch 8/58
4487448 | 1 - 4%s 189ms/step - loss: 1.2568 - accuracy: 8.5241 - val loss: 1.2544 - val accuracy: @.5237

Figure 24 Training epochs

4.2.6. Saving the model structure & saving trained model

# save model structure in jason file

model json = emotion_model.to_json()

with open("emotion_model.json", "w") as json_file:
json_file.write(model json)

#-save- trained model weight-in-.h5-file
emotion _model.save weights( emotion model.h5')

Figure 252 Save model structure
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Figure 26 Dataset
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4.2.8 Model Evaluation

import numpy as np

from keras.models import model_from_json

import matpletlib.pyplot as plt

from keras.preprocessing.image import ImageDataGenerator

from sklearn.metrics import confusion_matrix, classification_repert,ConfusicnMatrixDisplay

emotion_dict = {@: "angry", 1: "Disgusted"”, 2: "Fearful"™, 3: "Happy", 4: "Neutral”, 5: "Sad", &: "Surprised"}

# load json and create model

json_file = cpen( ' /content/drive/MyDrive/Colab Notebooks/emotion_modelTl.jsen', "r")
loaded_model_json = json_file.read()

json_file.close()

emotion_model = model_from_json(loaded_model_json)

# load weights into mew model
emotion_model.load_weights("/content/drive/MyDrive/Colab Notebocks/emotion_meodelTi.hs"™)
print{"Loaded model from disk")

# Initialize image data generatcr with rescaling
test_data_gen = ImageDataGenerator(rescale=1./255)

# Preprocess all test images

test_generater = test_data_gen.flow_from_directory(
'feontent/drive/MyDrive/Facial_Data /Test',
target_size=(43, 23),
batch_size=c4,
color_mode="grayscale",
class_mode="categorical®)

Figure 3 Model Evaluation

The saved model is loaded to perform evaluation. The test image dataset is normalized
and pre-processed before passed through the model

# predict on test data
predictions = emoticn_model.predict_generator(test_generator)

#display predictions
for result in predictions:
max_index = int{np.argmax({result})

print{emotion_dict[max_index])

[ X (e T T "

# confusion matrix

c_matrix = confusion_matrix(test_generator.classes, predictions.argmax(axis=1))
print{c_matrix)

cm_display = ConfusionMatrixDisplay(confusion_matrix=c_matrix, display_labels=emoticn_dict)
cm_display.plot(cmap=plt.cm.Blues)

plt.show()

# Classification report
£ 1 o T T T T TP PR "
print{classification_report(test_generator.classes, predictions.argmax(axis=1))})

Logded model from disk
Found 7178 images belonging to 7 classes.
fusrflocal/lib/python3. 7/dist-packages/ipykernel_launcher.py:32: Userwarning: “Model.predict_generat:

Happy

Figure 27 Model Evaluation
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Confusion Matrix and Classification report are generated to perform model evaluation.

o [[125 & 128 253 172 151 118]
[ 13 a 15 35 18 12 14]
[145 11 114 245 218 186 13Z]
[23£ 18 236 444 324 3Zge I18]
[158 14 181 281 231 215 153]
[1&9 7 15% 2B8 227 215 151]
[111 1@ 111 185 15% 157 297]]

04125 B 128 gELEN 173 161 110 00
1113 0 15 F 1% 18 M 350
300
z 0
i
E 200
150
100
50
]
precision recall fi-score  support
2 2.13 @.13 B.13 858
1 2.88 a.ea 8,82 111
2 2.12 @.11 B.12 1224
3 28.25 @.25 B.25 1774
< 8.17 8.19 B.138 1233
5 .18 8.17 8.17 1247
& 2.11 @.12 8.11 231
accuracy a.17 7178
macro avg .14 8.13 B.1% 7178
weighted avg 8.17 8,17 8.17 7178

Figure 28 Confusion Matrix and Classification Report
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4.3. Speech Emotion Recognition Model

The development of Speech Emotion Recognition model includes the below steps.

Import libraries and packages
Data Preparation
Data Augmentation

Audio Feature Extraction
Model Training

o a0k~ w N PE

Model Evaluation

Four Datasets have been used in this project and are freely available to downloaded from
kaggle website. Data is downloaded and is stored in google drive. Below are the detail of

dataset.

a. Ryerson Audio Visual Database of Emotional Speech and Song (Ravdess) dataset
description:

Dataset link to download: https://www.kaggle.com/uwrfkaggler/ravdess-

emotional-speech-audio

Dataset has sub folders and wav file names saved in number format 03-01-01-01-
01-01-01.wav.

Actor (01 to 24. Odd numbered actors are male, even numbered actors are
female). Numbers can be used as identifiers and can be identified as below:
Modality (01 = full-AV, 02 = video-only, 03 = audio-only).

Vocal channel (01 = speech, 02 = song).

Emotion (01 = neutral, 02 = calm, 03 = happy, 04 = sad, 05 = angry, 06 = fearful,
07 = disgust, 08 = surprised).

Emotional intensity (01 = normal, 02 = strong). NOTE: There is no strong
intensity for the 'neutral’ emotion.

Statement Recorded(01 = "Kids are talking by the door", 02 = "Dogs are sitting
by the door™).

Repetition (01 = 1st repetition, 02 = 2nd repetition).
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Therefore file 03-01-01-01-01-01-01.wav can be understood as 03=audio-only,
01=speech, 01=neutral, 01=normal, 01=statement kids and 01=1st repetition.

. Crowd sourced Emotional Mutimodal Actors Dataset (CREMA-D) dataset
description:

Dataset link to download: "https://www.kaggle.com/ejlok1/cremad"

The format of files is 1001_DFA_ANG_XX.wav, where ANG stands for angry

emotion.

Other emotion mappings are as follows:
{'SAD"'sad',ANG""angry','DIS":'disgust’, FEA":'fear','HAP"'happy',' NEU":'neutral }

Toronto emotional speech set (Tess) dataset description:

Dataset link to download: "https://www.kaggle.com/ejlok1/toronto-emotional-

speech-set-tess"
There are folders in format OAF_angry, OAF_neural, OAF_disgust, YAF_sad

and so on, where name after the underscore of the folder name contains the
emotion information, so the name after the underscore of the folder name is taken

and files residing insider the folders are labelled accordingly.

. Surrey Audio Visual Expressed Emotion (Savee) dataset description:

Dataset link to download: "https://www.kaggle.com/ejlok1/surrey-audiovisual-

expressed-emotion-savee"

The files are in a format DC_a0l1.wav where a single character contains the
emotion information , for example character ‘a’ after underscore in the file name
"DC_a0Ol.wav" means emotion is angry.

Similarly other emotion mappings are as follows:

{'a"‘'anger’,'d":'disgust’,'f":'fear','n":'happiness’,'n":'neutral’,'sa":'sadness’,'su’:'surprise'}
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4.3.1. Import libraries and packages

o |'pip install ffmpeg-pythen
import pandas as pd
import numpy as np
import tensorflow as tf
import os,time,librosa,warnings,glob
import regex as re
from sklearn.metrics import confusion_matrix,classification_repert
import librosa.display
from sklearn.preprocessing import MinMaxScaler,OneHotEncoder
import matpletlib.pyplot as plt
from sklearn.model_selectiom import traim_test_split
from keras.layers import Dense,Input,Add,Flatten,Dropout,Activation,AveragePocolinglD,ConviD
from keras.models import Model,Sequential, load_model
from tensorflow.keras.optimizers import Adam
from keras.callbacks import LearningRateScheduler,EarlyStopping,ReducelROnPlateau,ModelCheckpoint
from google.colab.output import ewal_js
from basesd4 import beddeccde
from IPython.display import Audio,HTML
from scipy.ic.wavfile import read as wav_read
import io
import ffmpeg
warnings.filterwarnings{"ignore™}

Looking in Indexes: hitps://pypi.orgfsimple, https:/fus-pythen.pkg.dev/colab-wheels/public/simple/
Requirement already satisfied: ffmpeg-pythen in Jusr/local/lib/python3.7/dist-packages (2.2.8)
requirement already satisfied: future in fusr/local/lib/python3.7/dist-packages {(from ffmpeg-python) (@.15.8)

Figure 29 Libraries and packages

1. FFmpeg is an open-source software project with a suite of libraries and programs
for handling video, audio, multimedia files and streams. FFmpeg is a tool itself
designed for processing of video and audio files

2. Librosa is powerful Python library built to work with audio and perform analysis
on it. It is the starting point towards working with audio data at scale for a wide
range of applications such as detecting voice from a person to finding personal
characteristics from an audio.

3. Pandas is a library used in Python for data manipulation and analysis

4. lois a library that deals with input/output; mainly three types — text, binary and
rawl/O

5. Base64 is a library used for encoding binary data and decoding into human
readable format

6. Scipy is a library used to wrap highly optimized implementations written in low

level languages used for technical computing and scientific computing

47



7. Regex is a sequence of characters that can be used check if a specific string

contains a specified search pattern

" # Run this cell to mount your Google Drive.
from gocgle.colab import drive
drive.mount{'/content/drive')

[» Drive already mounted at /content/drive; to attempt fo forcibly remeunt, call drive.mount("/centent/drive”, force_remount=True)

Figure 30 Mounting google drive

4.3.2. Data Preparation

Functions defined to retrieve 4 dataset and to save them on dataframe

#Functien to retrieve ravdess dataset from google drive and label them
def ravdess_data():
#directory of the audio dataset
ravdess = "/content/drive/Myl
#label ravdess data
emotion_ravdess = {'@1°: 'neutral’,'e2':'calm',’'@3': "happy',"®2':"sad', @5 : 'angry’, @6" : 'fearful’, @7’ :"disgust’, '88": 'surprised"}
#list to store ravdess emotion
ravdess_smection = []
#list to store ravdess audio path
ravdess_path = []
#get subfolders from the path
ravdess_folder = os.listdir{ravdess)
for i in ravdess_folder:
inner_files = os.listdir({ravdess+i+'/'}
for j in inner_files:
#get the split part which contains the emoticn information then append it inte lists
emotion = j.split({"-')[2]
ravdess_path.append(ravdess+i+'/"+])
ravdess_emoticn.append{emction_ravdess[emoticn])

re/Ravdess"”

#convert to dataframe

df_ravdess = pd.DataFrame([ravdess_path,ravdess_emotion]).T
df_ravdess.columns = ["audiorath","Label"]

print("length of ravdess dataset"”,len(df_ravdess})

return df_ravdess

Figure 31 ravdess

#function for getting crema dataset details and labeling
def crema_data():
#directory of the audioc dataset
crema = "Jcontent/driv Drive/CREMA-D Dataset”
#label ravdess data
emotion_crema = {'SAD":'sad',"ANG':"angry', 'DIS": 'disgust', 'FEA': 'fear', 'HAP': "happy", 'NEU": "neutral'}
#list to store crema emction
crema_emotion = []
#list to store crema audic path
crema_path = []
#get crema files in directory
crema_files = os.listdir(crema}
for i in crema_files:
emction = 1.split(’'_"}[2]
crema_emction.append{emotion_crema[emotion])
crema_path.append(crema+i)

#convert to dataframe

df_crema = pd.DataFrame([crema_path,crema_emotion]).T
df_crema.columns = ["audioPath”,"Label"]
print("length of crema dataset”,len(df_crema))

return df_crema

Figure 32 Crema Dataset

48



#function for getting tess dataset and labeling
def tess_data():
#directory of the audic dataset
tess = “"/content/drive/myDrive/TESS Toronto emotional speech set data”
tess_emotion = []
tess_path = []
tess_folder = os.listdir(tess)
for 1 in tess_feolder:
emction = i.split('_",1)[1]
inner_files = os.listdir{tess+i+"/")
for j in inner_files:
tess_path.append{tess+i+"/"+3)
tess_emotion.append(emoticn)

#convert to dataframe

df_tess = pd.DataFrame([tess_path,tess_emotion]).T
df_tess.columns = ["AudicPath”,"Label"]
print{"length of tess dataset",len{df_tess})

return df_tess
#function to get savee dataset and labeling

def saveee_data():
sdirect

enotion_save : ":'disgust’,'f':'fear®, *h' s "happiness*, 'n's 'neutral’,"sa':'sadness’, 'su':"surprise’}
savee_emotion = []
savee_psth = []
savee_files = 0s.listdir(savee)
for 1 in savee_files:
emotion = 1.split(’_")[1]
emotion = re.match(r"([a-2]¢) ([e-9]+)", enotion)[1]
savee_enotion. append(enotion_savee[enotion])
saves_path. append(savee+i)

sconvert to dstafrane

df_savee = pd.DataFrame([savee_path,savee_emotion]).T
df_savee.columns = ["Audiopath”,"Label"]
print("length of savee dataset”,len{df_savee})

return df_savee

Figure 4 Function to retrieve 4 datasets and save as a dataframe

A function fetch_data() is defined to fetch all 4 data frames.

def fetch_data()
#get ravdess data
df_ravdess = ravdess_data()
#get crema data
df_crema = crema_data()
#get tess data
df_tess = tess_data()
#get savee data
df_savee = saveee_data()
#combine all four dataset inte one single dataset and create a dataframe
frames = [df_ravdess,df_crema,df_tess,df_savee]
final combined = pd.concat(frames)
final_combined.reset_index{drop=True,inplace=True}
#save the information of datasets with their path and labels into a csv file
final_combined.to_csv{"/content/drive/MyDrive/preprocesseddata. csv”,index=False, header=Trus)
rint("Total length of the dataset is {}".format(len{final_combined}))
return final_combined

Figure 5Functin to fetch dataframes with data info
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4.3.3. Data Augmentation

#below are four data agumentation functionms for nolse, stretch, shift, pitch
#function to add noise to audic
def nolse(data):

noise_amp = 8.835*np.random.uniform{}*np.amax{data)

data = data + noise_amp®*np.random.normal{size=-data.shape[a])}

return data

#fuction to strech audio
def stretch{data, rate=2.8):
return librosa.effects.time_stretch{data, rate)

#fucntion to shift audic range

def shift({data):
shift_range = int{np.random.uniform{low=-5, high = S)*1a8aa)
return np.rell{data, shift_range)

#function to change pitch
def pitch{data, sampling_rate, pitch_factor=0.7):
return librosa.effects.pitch_shift{data, sampling_rate, pitch_factor)

Figure 6 Data Augmentation
Data Augmentation is performed to increase the samples of training dataset.
Four Data Augmentation Techniques are used.

1. Add Noise — Adding noise to the dataset will increase the size of the dataset. Random
noise is added to the dataset to make each sample different thus reduce overfitting.

2. Stretch Audio , shift audio range and change pitch - Stretching audio by noise
injection, changing speed and pitch of the audio and shifting time are a few stretching
activities performed on audio dataset which will make audio samples different to each
other.
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4.3 .4, Feature Extraction

def extract_features(data,sample_rate):

#zZeroc crossing rate

result = np.array([])

zcr = np.mean(librosa.feature.zero_crossing_rate(y=data}.T, axis=8}
result = np.hstack({{result, zcr))

#print('zcr®,result.shape)

#chroma shift

stft = np.abs{librosa.stft{data))

chroma_stft = np.mean{librosa.feature.chroma_stft(s=stft, sr=sample_rate}.T, axis=8)
result = np.hstack{{result, chroma_stft))

#print( ‘chroma’,result.shape)

#mfcc

mfcc = np.meanilibrosa.feature.mfcc{y=data, sr=sample_rate).T, axis=8)
result = np.hstack({result, mfcc))

#print{ 'mfcc’ ,result.shape)

#rmse

rms = np.meanilibrosa.feature.rms{y=data).T, axis=8)
result = np.hstack({{result, rms))

#print( 'rmse' ,result.shape)

#melspectogram

mel = np.mean(librosa.feature.melspectrogram(y=data, sr=sample_rate)}.T, axis=0)
result = np.hstack({{result, mel))

#print( ‘mel",result.shape)

#rollof

rollof = np.mean{librosa.feature.spectral_reolloff(y=data, sr=sample_rate).T, axis=a}
result = np.hstack({{result, rollof)})

#print( ‘rollof’,result.shape)

Figure 7 Audio Feature Extraction

The features from the audio file are extracted and saved in a csv file
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1 #This function will extract features from each audio file
#extracted audio features with label are stored in a csv file

def Audio_features_extract():
#this function is used to fetch the data from all the four datasets
df = fetch_data()
#count is used to keep a check of number of files processed
count = @
#list to store audio features amd theilr label infermation
¥_data, v_label = [1, []
#7ip audic path and label information and then iterate over them
for path, emotion in zip(df["auwdiorath"], df["Label"]):
print{"Number of files processed ",count)
#get the features
#for one audic file it pet three sets of features
#original features, features with noise(augmentation} and feature with chanmge in stretch and pitch
#50 one audio file generates three output and the label is same for all the ocutputs
feature = get_features(path)
for ele in feature:
¥_data.append(ele)
¥_label.append(emocticon)
count+=1
#create a dataframe of aduio features
Features = pd.DataFrame(X_data}
#add label information
Features[ "Label’] = ¥_label
#store the extracted features im a csv file
Features.to_csv{'/content/drive/MyDrive/Audio_features_All pr.csv',index=False,header=True )}

#once the features are extracted then these features are used for making model

Figure 8 Extracted features saved into csv

The output of the above function is as below.

Mumber of files processed 12882
r (1,)

chroma (12,)
mfcc (33,)

rmse (34,)

mel {1&2,)
rollof (163,)
centroids (184,)
contrast (171,)
bandwidth {172,)
tonnetz (178,)
zer (1,)

chroma (12,)
mfcc (32,0

rmse (34,

mel {1&2,)
rollof (163,)

Figure 90utput - Audio Feature Extraction
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#function to plot less and accuracy curves on training set

def pletgraph(histery):
plt.figure(figsize=[5,5])
plt.plot{history.history['loss" ], 'firebrick®,linewidth=3.8)
plt.plot{history.history[ 'accuracy'], 'turqueise”,linewidth=3.8)
plt.legend(['Training loss','Training Accuracy'],fontsize=128)
plt.xlabel('Epochs ',fontsize=15)
plt.ylabel('Loss and Accuracy’,fontsize=18)
plt.title{"Loss Curves and Accuracy Curves',fontsize=1g)

#This function performs additional preprocessimg and EDA
#The selected emoticns are labelled and saved and Emotions are renamed to group inte specific classes
def additional_preprocess(filepath):
#read the csv file of extracted features
df = pd.read_csv{filepath)
print{"\nEmctions present in dataset\n",df["Label”™].unique(})
#replace label names with name common for each emotion
df["Label"] = df["Label"].str.replace("sadness", "sad", case = True)
df["Label"] = df["Label"].str.replace("happiness™, "happy", case = Trug)
df["Label"] = df["Label"].str.replace("Fear", "fear", case = True)
df["Label"] = df["Label"].str.replace("sad", "sad", case = True)
df["Label"] = df["Label"].str.replace("Pleasant_surprise", "surprise”, case = True)
df["Label"] = df["Label"].str.replace("pleasant_surprised”, "surprise", case = Trug)
df["Label"] = df["Label”].str.replace("surprised”, "surprise”, case = True}
df["Label"] = df["Label"].str.replace("fearful™, "fear", case = True)
df["Label"] = df["Label"].str.replace("anger", "angry"”, case = True}
#drop labels surprised and calm
#these label dosent contain sufficent amount of data and may lead tec missclassification
print{"\nuUnique ccunt of labels or emotions‘\n",df["Label™].value_counts())
#drop labels or emotions which can lead to misclassification
df.drop{{np.where(df[ "Label'].isin{["surprise","calm"]}}[2]), inplace = True)
print{"\nuUnigue count of labels or emotions after dropping selected labels\.n",df["Label"].value_counts(})
print{“\nlength of the total data is {}".format{len(df}})
return df

Figure 10 Loss and accuracy plot, additional data pre-processing
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C+

Emotion: present in dataset

["calm” "neutral” 'sad” “happy” "angry” ‘disgust’ ‘fearful' "surprised”
“fear’ “pleasant_surprized’ 'S5ad” CFear” 'Pleasant_surprise’ Tanger”
"happiness ' 'surprise’ "sadoess” |

Unigque count of labels or emolions

Sad 5769
happy 5762
angry 5769
disgust 5769
fear 5769
neutral 5189
surprise 1356
calm 576

Mame: Label, diype: Int6d

Unigue count of labels or emotions aftter dropping selected labels

sad 5762
happy 5769
angry 5769
disgust 5769
fear S7EQ
neutral t1ag
Name: Label, dtype: int6s

length of the total data is 33954

length of train data is 27163, test data is 3395 and wvalidation set is 3396

shape of train featwres and label ic (271683, 178)

shage of test feature:s and label is (3395, 17E)

shape of walidation features and label §Is (3396, 178)
Model: “model_17

The above code snippet plots the loss and accuracy curve. Also perform additional pre-
processing of data. Also, the classes surprised, and calm are dropped as they does not

contain sufficient data samples.

#this functicn is used to get sudic features perform one hot enceding and split datasets into train, test and walidation
def audio_features_fimal(}:
df = additiecnal_preprocess({"/centent/drive/MyDrive/audio_features_aAll _pr.csv")
#get all the aduic features as numpy array from the dataframe
#last column is label so last column is not fetched only eto:-1
data=df[df.columns[@:-1]].values
#perform one hot encoding on labels
encoder = oneHotEncoder(}
#fetch the last column of labels and perform one hot encoding on them
label=df[ "Label"].values
label = enceder.fit_transform(np.array(label).reshape(-1,1)).toarray()
#min max scaler is wsed to normalize the data
scaler = MinMaxScaler()
data=scaler.fit_transform{data}
#split the dataframe into train and test 2eX train, 1e% validation and 1eX test datasets
x_train, ®_test, y_train, y_test = train_test_split(data, label, test size=0.28, random_state=42,shuffle=True)
x_test, x wval, y test, y wval = train_test_split(x_test, y_test, test_size-8.58, random_state-=42, shuffle=True)
print("\nlength of train data is {}, test data is {} and validation set is {}".format{len(x_train),len(x_test),len(x_wval)))
print("\n shape of train features and label iz {}".format(x_train.shape, y_train.shape}}
print("\n shape of test features and label is {}".format(x_test.shape, y_test.shape))
print("\n shape of validation features and label is {}".format(x_val.shape,y_val.shape}}
return x_train, x_test, y_train, y_test, x val, y_wval, encoder

Figure 110ne Hot Encoding and MinMaxScaler

54



In the above code snippet, One Hot Encoding is performed to label the fetched data

Data frame is split into train and test dataset in 80:10:10 ratio

5, min_lr=8_881)

& ne significant reductions in loss then halt the training

ose=l, save best_only=True, mode="max’)

g and checkpalnt

shape(1],1))

}(inputs)

= residual_bloek(
= residual_block(

%", name="output”){x)

le-4 [ 58),loss = tf.keras.losses
al_crosses Joptinizer = Adam(lr=1e-4, decay=
and_dims(x_train,-1},y_train,

es_model . F1t(np.

Figure 12Model Training

4.3.5. Model Training

There are a few differences between Facial Emotion Recognition and Speech Emotion
Recognition models although both are Convolutional Neural Networks.

In the Speech Emotion Recognition model, a few parameters are added which are
mentioned below.

1. ReduceLROnPIlateau class from Keras is used to reduce learning rate when a metric has
stopped improving.

2. ModelCheckpoint is a Keras call-back to save model weights or entire model at a
specific frequency or whenever a quantity (for example, training loss) is optimum when
compared to last epoch/batch. ModelCheckpoint captures the weights of the model or

entire model during training.
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4.3.6. Model Evaluation

EPULI ST. ¥aI_atiunauy GSu mUL EMpTUVE Cruwm merau

Q suosaae |- sssssssssssssssssss==ss=] - 333 393ms/step - loss: 8.8784 - accuracy: B.9777 - wal_loss: 1.0251 - val_accuracy: 8.7362 - lr: 1.0000e-24
Epoch S8/58

C seosass [ =] - ETA: 85 - loss: 8.8673 - accuracy: B.3888

Epoch 58: val_accuracy did not Improve from 8.73675

B0/848 [=== ] - 3325 39ims/step - loss: @.BE73 - accuracy: 0.9880 - val_loss: 1.0080 - val_accuracy: 8.7328 - lr: 1.0800e-84

2716327163 [ ==] - 253s Smsfstep - less: 8.8513 - accuracy: 8.9848

3395/3395 [===========sssssss======ss====] - 325 9ms/step - loss: 1.7653 - accuracy: 8.7426

3396/3385 [============sssssszs====s=====] - 305 1dms/step - loss: 1.7134 - accuracy: 8.7367

R AR AR AR R AR REEE A AR ERE SR R AR

Training accuracy of the model is 98.4

Testing accuracy of the medel is 74.26

Walidetion accuracy of the model is 73.67

EEE AR EEEEAAEEEF AR SRR AR EERF AL EEE AR E

Classification report for Emetion Recognition

precision  recall #l-score  suppert
@ e.81 @.88 8.8 577

1 e.71 e.71 8.71 583

2 a.88 o654 a.71 573

3 e.78 e.73 8.72 583

a e.73 8.75 8.74 518

H e.71 8.75 8.73 569

accuracy a.74 3385
MACrD Vg e.74 e.74 8.74 3385
weighted avg e.74 e.74 8.7 3385

Confusion matrix for Emotion Recognition
[[se7 16 18 36 & 2]
[ 31 413 18 39 41 48]
[ 25 42 366 46 22 72]
[ 53 36 27 427 21 13]
[ & 41 5 32338 43]
[ 2 36 25 26 53 418]]

Figure 13SER Model Evaluation
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4.4. Text to Emotion

Text2Emotion is a python package that will assist you to pull out emotions from the

content. Processes any textual data, recognizes the emotion embedded in it, and provides

the output in the form of a dictionary. Well suited with 5 basic emotion categories such as

Happy, Angry, Sad, Surprise, and Fear.

Natural Language Toolkit is also downloaded along with text2emotion package which
would provide natural language processing capabilities by providing easy to use
interfaces to over 50 lexical resources. In addition, it also provides a suite of text
processing libraries for classification, tokenization, stemming, tagging, parsing and

sematic reasoning.

o !plp install textZemotion

|:o Looking in indexes: hitps://pypi.org/slmple,

heels/public/sinple)

already sa
already sa

text2emotic

om text2emotion) (1.7.@)
Require
Reguires
Reguires
Requires
Reguires

|

5

5
already sa
already sa

already =
already sa
5

joblib in Juseflocal/Lib/pyt
isflied: regex:=2B21.8.3 in fusrflocalsl

already sa

Run this cell to mount your Google Drive.

ron google.colab import drive

drive.mount(” fcontent/drive” )

[ ] import textZemotion as te
port nltk
nltk._download(* om-1.4")

[nltk_data] Downloading packeage omw-1.4 te frootfnltk_data...
[nltk_data] Package ome-1.4 is already up-Lo-date!
True

[1] text = "I am good”
te.get_emotiondtext)

{"Happy': @, "Angry’': 8, "Surprize’: @, "Sad': @, 'Fear": @}

o import textZemotion as te

te.get_emotion)text)

I'n not bad but I'm upsel

2.6.2)

Drive already mounted at foontentfdrive; to attempt to forcibly remount, call deive mount{"/content/drive”, forie_remount=True}.

Figure 14 Text2emotion package
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4.5. Audio-Video/Audio Input and File Conversion

4.5.1 Audio Input from Microphone

Since Google colab is unable to access microphone or webcam to get input from the user,
JavaScript code is used to enable google colab access audio video sources from external

hardware.

Hthiz javascript is used to tell colab cell to open microphone and record audio
o AUDIO_WTML = """

Lseripts

var my_div = document.createElement( "DIV™);

var my_p = document.createElement(~P"};

var my_btn = document.createElement( "BUTTON™};

var L = document.createTextNode] "Press to start recording™);

my_btn.appendChild(t);

iy _p.appendChild(my_Btn);

my_div.appendChild(my

document. body . appendChild{my_div);

var basefddata = 8;
var reader;
var recorder, gumStream;

var recordButton = my_bin;

var handleSuccess = function(stream) {
gumstrean = stream;
war options = {
fibitsPersecond: 888d, f/chrome seems Lo ignore, always 48k
nimeType @ 'audio/webn;code
FimimeType @ "audio/webn;codeci=pom’

=opus’

firecorder = new MediaRecorder(stream, options);
recarder = newW MediaRecorder{stream):
recorder.ondataavailable = functionfe)

1

war url = URL.createQbjectURL{e.data);

war preview = document.createElemant | "audic' );
previed.controls = True;
preview.sre = url;

document . body . appendChild(preview) ;

reader = new FileReader():
reader.readfsDatalBL{e.data) ;
reader.onloadend = function() {

basefddata = reader.result;

ffconsole. log("Inside FileReader:" + basefddata);

recorder.starty )

Figure 15 JavaScript code to access Microphone
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Hlavascript code to access webcam
def record video(filenama):
js=lavascript{"""
async function recordvides()

const options = { mimeType: “videofwebm; codecs=wvp2™ };
const div = document.createElement("div');
const capture = document.createElement( button’);
const stoplapture = document.createElement(“button”);

capture.textContent = "Start Recording”;
capture.style.background = “orange”;
capture.style.coelor = "white™;

stopCapture. textContent = “Stop Recording”;
stopCapture.style. background = "red”;
stopCapture.style.color = "white";
div.appendChild{capture);

const wideo = decument.createElement(” video®};
const recordingVid = document.createElement(video™);
wideo. style.dizplay = 'hlock':|

const stream = await navigator.mediaDevices.getUserMedia({audio:true, wideo: True});
let recorder = new MediaRecorder{stream, sptions):
document. body . appendChild{div});

div.appendChild(video);

UldED_SlfobjEtt = stream;
wvideo muted = true;

await video.play();
google. colab. output . setIfraneHeight(document .docunentElement . scrollHeight, true);

await new Promise((resolve) =» {
capture.onclick = resolve;

1

recorder. start();

capture.replacelith(stoplapture);

awalt new Pronmise((resolve) =» stopCapture.onclick = resolve);

recorder.stopl);
let recData = awalt new Pronise((resolve) = recorder.ondataavailable = resolve);

Figure 16 JavaScript code to access webcam
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o From TPython.display import WTML
From basebd Import bGdencode

def show_video(video_path, video width = 688):
wideo_file = open(wideo_path, “r+b"}).read(}

wideo wrl = f'data:video/mpd;basetd, {bédencode(video file).decode()}"
return HTHL (""" <video width={video_width} controlss<source src="{video_uwrl}"></video>™"")

[ ] wideo_path = "test.mpd”
record_video( video_path)

Finished recording video at:test.mpd

[ ] show_video({vides path)

Figure 17Video File creation to the designated folder

. ] WExtracting audic from video video_file path: ' /comtent/drive/MyDrive/test mp4

inport os, sys, re

video_file path = fcontent/drive/MyDrive/test .nps” Ugparan {type:"string”} output_file extension: wav

output_file_extension = ‘wav' Ugparam ["mda”, "mp3”, "opus®, "flac”, "wav"]

delsplit = re.search(™\/(2:.(21V/))+4", video_file path)
output_file path = re.search("*[\/].+\/"; video file path)
Filename = re.sub(™*[\/]", ", delsplit.group(@))
Filename_raw = re.sub(".{4}$", ", filenane)

os.environ[ "LngutFile'] = vides_file path

o5 .environ[ "outputPath' | = output_file_path.group(a)
os.environ| "FileNane® ] = filename_raw

os.environ[ "FileType") = output_file_extension

1#fapeg -hide_banner -1 "$inputFile” -q:2 @ -map a “$outputPath’/"$¢ileNane”-audio."$¥11eType"

Tnput U8, matroska,webs, From '/content/drive/MyDrive/test.mpd":
Hetadata:
encoder : Chrone
Duration: W/, start: 8.80090, bitrate: N/A
Strean b8:8(eng): Audio: opus, 48808 Hz, mono, f1tp (default)
Strean B8:1(eng): Video: vpd (Prefile @), yuva2Bp(tv), 648x488, SAR 1:1 DAR 4:3, 1k tbr, Lk tbn, Lk tbe (default)
Petadata:
alpha_node :
File '/content/drive/MyDrive//test-audlo.wav’ already exists. Overwrite ? [y/N] N
Mot overwriting - exiting

Figure 18 Function to transcribe audio from video file with interface

[ ] import shutil
shutil.copy(~/fcontent /test-audio wav ™, "/ content fdrive/MyDrive™ )

“feontentSdrive  HyDrive/test-audio.way”

Figure 19Function to mount transcribed audio file to google drive
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o !pip3 install SpeechRecognition
lapt install libesound2-dey portaudicl@9-dey libportawdio? libportaudiocppd® f¥mpeg
'pip install PyAudio
import speech recognition as sr
r = ar.Recognizer()
with sr.fudioFile(" fcontent/drive/HyDrive/test-audio.wav’) as source:
audio = r.listen(source)

Lry:
text = r.recognize_google(audio)
print( "Work in progress...”)
print(text)

Except:

print("Try Again, please..”)
with open(” fcontent/drive/HyDrive/testtext. tut'; "w') as f:
fowrite(text)

Er Looking En indexes: https: /Jpypl.org/sinple, hitps://us-python.pkg.dev/colab-wheels /public/sinple/
Requirenent already satisfied: SpeechRecognition in Jusreflocalflib/pythond. 7 dist-packages (3.8.1)

Reading package lists... Done

Bullding dependency tree

Reading state information... Done

libportaudice? is already the newest verslon (19.6.8-1).

Llibportaudiccppd 1s already the newsst version (19.6.8-1).

portasdiols-dev is already the newest version (19.&6.8-1).

libasound2-dev is already the newest version [(1.1.3-Subuntud.B).

ffapeg is already the newest verilon (7:3.4.11-BubuntuB.1).

The following package was automatically Installed and is no longer reguired:
libnvidia-connon-368

Use ‘apl autoremove’ to remove Lt

8 upgraded, @ newly installed, 8 to remove and 28 not upgraded.

Looking in indexes: hitps://pypl.orgfsimple, hitps:/fus-python.pkg.devfcolab-wheels /public/sinples

Requirenment already satisfied: PyAudio In Susrflocal/lib/python3.?/dist-packages (@.2.12)

Work in progress...

I'm not bad but I'm wpset

Figure 20 SpeechRecognition module to convert audio file to text file
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5. Results

Emotion

Facial Emotion
Recognition CNN
Model

Speech Audio
Recognition CNN
Model

training data set

0

Angry 0.13 0.84 F1 Score
1 0.00

Disgust 0.71 F1 Score
2 0.12

Fear 0.71 F1 Score
3 0.25

Happy 0.72 F1 Score
4 0.18 0.74

Neutral F1 Score
5 0.17 0.73

Sad F1 Score
6 0.11

Surprised Dropped due to low | F1 Score
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6. Discussion

6.1 Facial Emotion Recognition Model

As per the confusion matrix, the correlation between True Label and Predicted Label for
the emotion Disgust is 0. This could be because the training dataset was too less for this

emotion.

-, [[125 g 128 253 173 161 11@]
- [ 1z g 15 35 18 18 14]
[145 11 114 246 218 1as 132]
[2324 18 236 442 324 388 218]
[158 14 181 381 231 215 153]
[1&3 7 189 388 227 216 151]
[111 18 111 186 159 157 57]]

o{125 & 134 1‘.I'3 16l 110 00
1{13 0 1 3% & 1 14 350
1{15 n 166 a
£ 50
2K
f 100
4{158 14 150
5{168 T 100
50
651111 10 111 1B& 159 157 497
; T T T o
0 1 1 El E 5 3
Fredicted label
precision recall fl-score  support
a a.13 8.13 2.13 958
1 ] G.2a g.0a8 111
2 a.12 8.11 2.12 1824
3 a.25 B.25 2.25 1774
4 a.17 8.19 B.18 1233
E a.18 a.17 .17 1247
& a.11 8.12 8.11 531
accuracy 2.17 7178
macro avg 8,14 6.14 2.14 F178
weighted avg 8.17 8.17 &.17 7178

5.2. Speech Emotion Recognition Model
As per the classification report, the F1 score for all emotion classes are above 0.5 and this

is a good sign as it shows the model has predicted almost accurately. This could be
because the dataset was large.
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Training accuracy of the model is 98.4
Testing accuracy of the model is 74,26

validation accuracy of the model is 73.67
B e S R S S S AT e £

Classificaticn report for Emotion Recogniticn
precisicn recall fl-score  support

a 8.81 B.85 2.34 577

1 8.71 a.71 2.71 LE3

2 a.82 a.54 2.71 573

E a.7a a.73 8.72 CE3

4 a.73 a.75% 2.74 519

L4 a.71 a.75 8.73 CE8

accuracy 2.74 3395
macro avg 8.74 8.74 2.74 3385
weighted avg 8.74 8.74 8.74 3385

Confusion matrix for Emotion Recogniticn
[[587 16 18 26 & 2]

[ 31 413 1% 3% 41 43]

[ 25 42 2ee 46 22 72]

[ 58 2& 27 427 21 13]

[ £ 41 & 32 398 43]

[ 2 26 25 28 53 418]]
b S S e e s i g

Loss Curves and Accuracy Curves

—— Training loss
Training Accuracy

(=]
A=

=
()

14

08 4

e 4

Loss and Accuracy

e

bz

oo

o 10 0 W a0 5]

Epochs

From the above loss and accuracy curve, it is evident that after 30 epochs, there is no
variation in accuracy and loss.
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User Testing and Results.

A simple gradio based GUI was developed and is able to take input from webcam.

() https://16479.gradio.app

Multi-Modal Emotion Recognition Model

Figure 21Gradio GUI APP

Facial Emotion Recognition system performed well below when
1. Live video was uploaded from webcam

2. Multiple faces are recognized by the model
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smotion Detected
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3. Multiple faces were recognized from video however, there was a mistake in identifying
face.

l ¢—T:769 éa o JNUAN

2 - N
/1 [ - @s 41ms/step
/1 [ ] - @s 37ms/step
3uffered data was truncated after reaching the output size limit.
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Speech Emotion Recognition system accurately identify live audio recorder

[ ] test_realtime(encoder)

30007

20000

10000

=10000

—20000

—30000 4

0 0000 40000 GO0OC BOODD 100000 120000
WARNING:tensorflow:s cut of the last 5 calls to <function Model.make_pre

The Emoticn Predicted For Recorded Audic using microphone is [“happy']
<Figure size 432x288 with @ Axes»
| Recording... press to stop |
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7. Conclusion

This paper describes in detail the use of Artificial Intelligence algorithm to perform
emotion recognition from facial expressions using deep learning

convolutional neural network architectures to detect, identify, extract, and evaluate facial
features from images and live web camera. Computer vision is a field of Artificial
Intelligence which allows computers to obtain significant knowledge from visual inputs.
Deep learning algorithm helps to learn by itself by looking at the labelled images or
video. Same concept is applied to Speech signals which performs audio processing and
feature extraction.

The convolutional neural network has multiple layers each performing various
transforming function to accurately predict the underlying emotion from the facial
expression and audio signal. The 7 fundamental human facial expressions are used in this
classification problem. A live webcam input converted to audio and text at the same time
is passed through Facial and Speech Emotion Recognition system at the same time.
However, text to emotion is not achieved through machine learning algorithm.
Nevertheless, the training and validation accuracy is 98.4% and 73.67% for Speech

Emotion Recognition system and 71.78% for Facial Emotion Recognition System.
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8. Limitations & Future Works

l. Limitations:

1. Accuracy of Facial Emotion Recognition system is very low compared to the
Speech Emotion Recognition and this could be due to the lack of training dataset

for emotion classes.

2. The desired multi-modal emotion recognition system was to develop a
combination of RNN and CNN model. However, this could not be achieved due to

lack of time.

3. The current study did not include comparative study with other conventional

and pre-trained models to accurately measure performance.

1. Future Works:

1. Future additions to the system can be to include interfaces with other third
party applications like meditation app, social media, mental health support
network groups, Drinking water reminder application, activity monitoring
application to make sure that the individual is active throughout the day,
charity/donation applications for the individual to be connected with people
who are in need of financial or other support to empower the stressed
individuals and to motivate them to be part of charitable work. These are all

the pointers mentioned on the NHS website to manage stress effectively
2. Develop a multi-modal emotion recognition model with exceptional

performance achieved by combining capabilities of RNN and CNN model.

Also to create own dataset for the purpose of training.
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10.1 Appendix A: Ethics Application
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