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Abstract 

 

The prevention and diagnosis of chronic diseases have been the top priority of the 

biomedical sector, & with the advancements in technology, computer-aided 

diagnostics (CADs) have aided a lot in this regard. Still, with the advancements in 

CADs, accurate diagnosis with the least amount of human error is always a 

challenging task for doctors, surgeons & medical staff for long period. With the 

recent advancements in computer science, and especially in the areas of artificial 

intelligence (AI) & Machine Learning (ML), the biomedical sector has truly aided 

and powered effective disease diagnosis. Knee Osteoarthritis is a chronic disease 

that happens in adults and it needs to be diagnosed at early stages to prevent harm 

to patients and their lives. With the advancements in AI, this disease can be 

diagnosed with the least amount of error and will aid in controlling the factor of 

human error that happens in manual diagnosis. This research aims in analysing, 

evaluating & developing an intelligent model using artificial intelligence that will be 

capable of identifying the severity of knee osteoarthritis in 5 possible classes using 

a dataset that contains X-ray scanned images of patients. The classes indicate the 

severity level of osteoarthritis from normal to severe. Deep Learning models like 

convolutional neural networks (CNNs) will be employed for the task since the 

dataset that is to be used is image related. The dataset for knee osteoarthritis will 

be obtained from Kaggle, which is an online platform for AI & machine learning 

researchers. For achieving higher accuracy & to put our research work competitive, 

pre-trained CNNs will be employed for image classification via transfer learning 

(TL). This research is initiated with a target not only to draw useful insights but also 

to highlight challenges for future practitioners & researchers working in this field. 

 

Keywords: Machine Learning (ML), Artificial Intelligence (AI), Deep Learning (DL), 

Transfer Learning (TL), Convolutional Neural Networks (CNNs), X-ray images and 

Medical System
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1 – Introduction 
 

1.1 Introduction & Background 

Osteoarthritis (OA) of the knee, commonly referred to as degenerative joint disease 

of the knee, is frequently brought on by wear and strain as well as the gradual loss 

of articular cartilage. The elderly is most frequently affected. Primary and 

secondary osteoarthritis of the knee can be distinguished from one another. 

Articular degeneration without the need for a clear underlying cause is primary 

osteoarthritis. Secondary osteoarthritis results from either defective articular 

cartilage, such as in rheumatoid arthritis, or improper force distribution throughout 

the joint, as in post-traumatic reasons (Hsu and Siwiec, 2018[1]). 

One of the most common chronic disorders is osteoarthritis (OA) of the knee. Pain, 

stiffness, and a reduction in participation in everyday activities are the results 

(Lawson et al., 2015[2]). Joint deformity affects muscle strength and bony 

alignment, which impairs proprioceptive sensory function and impairs the ability to 

recognize balance (Hatfield et al., 2016[3]). Between the ocular, vestibular, and 

brain systems, there are multiple neuromuscular interactions that contribute to 

balance. Therefore, any change in these systems has the potential to upset the 

balance (Liu et al., 2017[4]). KOA is strongly linked to a significant financial load 

on the healthcare system as well as an intolerable health burden on patients and 

their families (Toivanen et al., 2010[5]) (Gupta et al., 2005[6]). 

Biomedical Development in the 21st Century: Technology-assisted chronic 

disease management has become an important area of biomedical study in the 

twenty-first century. Utilizing cutting-edge, modern methods for disease prevention 

is essential for healthcare and governmental agencies in developed countries. 

Such advanced technologies not only detect or identify chronic diseases but also 

strive to prevent them so that fewer people are affected by them. Due to 

developments in the medical profession, computer-aided diagnostics (CADs) in 

particular have shown to be quite beneficial in this area. 
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Figure 1 Comparison of Deep Learning 

Artificial Intelligence has had a wide range of effects on the health care industry. 

The way people obtain healthcare is drastically changing, from online medical 

exams, phone lines, and automation surgeries. Machine learning has been 

increasingly important in modern healthcare image processing applications. 

Specifically, the deep learning area of machine learning that includes more 

sophisticated and effective techniques for conditioning a neural network for disease 

diagnosis. Models with numerous layers are used in deep learning to learn. The 

various methods used to represent data These methods have significantly 

improved the cutting-edge for many computing applications. 

 

Knee Osteoarthritis: The fourth most prevalent cause of disability worldwide is 

knee osteoarthritis (OA), a widespread condition. Up to 14 million Americans are 

estimated to suffer knee symptoms, with tens of millions more impacted in Europe, 

South America, Asia, and the Middle East, according to the US National Health 

Interview Survey. The economic burden associated with OA is projected to equal 

up to 2.5% of Growth of National Product in Western countries as a result of 

ensuing healthcare costs and activity losses. Most often, older people are 

impacted. Osteoarthritis of the knee can be divided into primary and secondary 

forms. Primary osteoarthritis is articular deterioration without a recognized 

underlying cause. 
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Figure 2 Comparison of Normal knee and osteoarthritis 

 

 

Computer-Aided Diagnostics: Diagnosis medical images with the aid of 

computer-aided diagnostics (CADs), which are gadgets. Doctors can quickly 

identify a chronic condition with the aid of imaging tools including X-rays, CT scans, 

ultrasounds, and MRIs. To deliver data to aid a professional's decision-making, 

CAD systems examine digital pictures for common features and highlight salient 

areas, such as potential diseases. (2017) Digital Pathology Association. 

 

CAD – Being an Interdisciplinary Technology: Computer-aided diagnostics, 

referred to as CAD, is an interdisciplinary technology combining the fields of 

artificial intelligence (AI) and computer vision (CV) for effective diagnosis of 

diseases. Typical applications of CAD include the detection of a brain tumour from 

MRI images. Hospitals make use of CAD techniques for the detection of breast 
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cancer, brain tumour, COVID-19 from X-ray images, lung cancer detection, 

identification of Knee Osteoarthritis, etc. The development of computer-aided 

diagnostic systems has been boosted by the applications of artificial intelligence & 

computer vision. For successful identification of these chronic diseases, these two 

fields are combined to make the outcome. The diseases could also be diagnosed 

manually by medical staff but due to the intervention of AI and ML, thousands of 

such images could be diagnosed with the least amount of error, with human 

intervention. 

 

Computer Vision (CV) is also an area of artificial intelligence directed toward the 

understanding of images by machines. The field of computer vision is headed 

toward how computers see and recognize images. Giving computers the capability 

of understanding the visual world is one of the hottest applications of AI. The 

applications of computer vision are applied in every sector: detecting the images 

of dogs and cats, intelligent image classification, and especially detecting disease 

or malfunction from a medical image. Computer vision has introduced cutting-edge 

performances in the areas of medicine and aiding medical staff to diagnose 

diseases efficiently and with the least amount of error. 

This work seeks to undertake a thorough investigation, inspection, analysis, and 

insight-drawing procedure to assess the severity of knee osteoarthritis using deep 

learning techniques. This project aims to investigate the disciplines of deep 

learning, computer vision, etc. in artificial intelligence to control diseases and save 

patients' lives. The company also intends to use trained CNNs to build a deep 

learning model. Moreover, this finding will provide new prospects for young 

researchers, particularly those working in the disciplines of AI and ML, to support 

the biomedical sector in the efficient prevention of deadly illnesses. 

1.2 Aims: 

✓ To develop an intelligent model using deep learning for intelligent 

identification of the severity of Knee Osteoarthritis using deep learning. 
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1.3 Objectives: 

✓ To assist medical staff and doctors in the identification of the severity of 

Knee Osteoarthritis by making a deep learning CNN model 

✓ To increase the accuracy of an AI system employing transfer learning to 

detect the severity of Knee Osteoarthritis with minimum loss 

1.4 Research Questions 

✓ How to apply deep learning CNN techniques in the biomedical sector 

for intelligent classification of knee images obtained via X-ray scans? 

✓ What is the significance of using deep learning models instead of 

employing classical machine learning models for intelligent image 

classification? 

✓  How, with the use of transfer learning, the accuracy of an image 

classification system can be improved 

✓ How an intelligent AI system for the biomedical sector can reduce the 

labour of medical staff in diagnosing the severity of Knee 

Osteoarthritis 

1.5  Project Overview 

The goal of the study is to assess the severity of knee osteoarthritis (KOA) using 

an image from an X-ray scan. The Kallgren-Lawrence (KL) grading system 

provides a scale that assesses the severity of KOA. This is a classification issue 

because the KL grading system classifies KOA severity in 5 classifications. 

Considering these factors, this project's philosophy is based on computer vision, 

deep learning, and artificial intelligence (AI) (CV). The X-ray image dataset will be 

entered into our workspace, transformed into numbers using computer vision 

methods, and then deep learning (DL) will be applied to those images for intelligent 

classification. 
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1.6 Ethical Considerations 

 

Ethics is a crucial subject to discuss, especially when doing economical and error-

free research. The UK Data Centre Department offers standards that include 

ethical issues for doing successful big data research, which also serves as the 

foundation for this research's ethics. 
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Chapter 2 Literature Review 
 

2.1 Literature Review  
 

Medical image analysis using machine learning has recently become a promising 

field. Solution to be used in the diagnosing field. Deep learning as a replacement 

for traditional machine learning Diagnostic and predicative techniques are being 

used to apply learning.so here I am going to explain related work regarding this 

model. 

 

(Kokkotis et al., 2020) provided a systematic review of the development of machine 

learning in the diagnosis of knee osteoarthritis, in which key directions and future 

developments of machine learning in diagnosis & prediction of knee osteoarthritis 

are discussed. In this research, a survey was conducted using the research articles 

published in the period 2006-19, and the articles were divided into multiple 

categories based on the approaches used by researchers in those articles, such 

as regression, classification, planning techniques & image segmentation. After a 

brief systematic review of selected papers, this research indicates that knee 

osteoarthritis is a challenging & big data problem, in which data complexity and its 

size are the key factors. Machine Learning has attracted many researchers to 

diagnose this disease intelligently, and more developments are expected to be 

seen in the future. 

 

(Schwartz et al., 2020) provided a research contribution to knee osteoarthritis by 

addressing the question of whether a convolutional neural network (CNN) can 

classify knee osteoarthritis using radiology images, competitive with those which 

are identified by surgeons. For answering this question, various knee radiology 

images obtained from different patients were gathered for experiments, and these 

images were graded by knee arthroplasty surgeons using the IKDC grading 

system. For calculating the skill of a CNN, the inter-correlation coefficient (ICC) of 

surgeons and the ones classified by CNN was compared with each other. The 
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results of this experiment showed that a CNN can accurately classify knee 

osteoarthritis as well as compared to professional arthroplasty surgeons and this 

technique is much more useful to be applied along with computer-aided diagnostics 

to diagnose knee osteoarthritis.  

 

(Swiecicki et al., 2021) used a deep learning-based approach for assessing the 

severity of knee osteoarthritis in radiology images. The purpose of this research 

was to develop an intelligent, deep learning algorithm that could automatically 

classify the security of knee osteoarthritis using radiology images, keeping by 

jointly using posterior-anterior & lateral views of radiology photographs. For training 

a deep learning model, a dataset of over 2500 images were used, in which 2000+ 

images were used for training & other images were used for validation & testing 

purposes. For applying a deep learning model, first knee joints in images were 

localized and then classification was applied to images using KL grading criteria. 

The research highlights that proper training of a deep learning model on radiology 

images yielded an accuracy of 71.90%. The trained model showed the desired 

accuracy using the KL criteria & the results were also shown to radiologists for 

confirmation. The radiologists agreed with the results of the model proposed in this 

research.  

 

(Norman et al., 2019) applied a densely connected convolutional neural network 

(CNN) for identifying the stages of knee osteoarthritis (OA), using KL grading as a 

standard to identify the severity of knee OA. The neural network used in this 

research is fully automated, which identifies knee OA stages showing desired 

results. For applying a deep neural network for classification, knee radiology 

images were localized using image segmentation techniques. After the localization 

process, the localized images were then employed as an input for CNN for the 

training process. In this research, an ensemble of dense neural networks is used 

to make a model more accurate & effective, which yielded desired and projected 

accuracy & specificity scores on test datasets. Moreover, it was also found in this 
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research that the features extracted by CNN from radiology images belonged to 

actual features that are necessary for classification with the help of saliency maps. 

The results of this research indicate that this model may be used by radiologists to 

get aided in the effective diagnosis of knee OA. 

 

In a research contribution in the field of knee Osteoarthritis (OA),  (Kim et al., 2020) 

identified if additional patient information may prove to be useful in increasing the 

performance of a neural network in identifying the security of knee OA, in which 

the diagnostic performance of the deep neural network was compared with 

previously employed networks, followed by KL grading criteria. For performing this 

experiment, over 4000 knee radiology images of patients ranging from the years 

2003-17 were selected, and a deep learning model was trained on those images. 

The model was trained only by images at one stage & clinical information was 

added to training data at the second stage to check the model’s performance. The 

results after training the model with 2 different scenarios show that by adding the 

patient’s clinical information to the dataset, the performance of the deep learning 

classifier can surely be improved rather than using only images that were employed 

at one stage. The experimental findings of this research were comparable with 

previously held diagnostic performances using knee osteoarthritis KL grading 

criteria. 

 

(Tiulpin and Saarakkala, 2020) implemented a deep learning algorithm for 

automatic grading of knee osteoarthritis using an image dataset, containing plain 

radiology images. Knee Osteoarthritis (OA) is one of the most common diseases 

in the world, and the examination of this type of disease is usually held via 

radiographs. In general, the security knee OA is calculated by a well-defined index, 

known as Kallgren-Lawrence (KL) grading, which rates the severity of knee OA in 

5 possible classes. The proposed method in this research is composed of using 

residual (ResNet) CNN network via transfer learning (TL) approach, trained on OAI 

dataset which stands for osteoarthritis initiative. The model employed in this 
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research yielded an outstanding AUC & precision score for detecting OA from 

radiographs. The results of this study are claimed to be state-of-the-art. 

 

(Ahmed and Mstafa, 2022) provided a comprehensive survey on bone 

segmentation techniques in knee OA research, ranging from traditional methods to 

applying deep learning algorithms. This study tells that Knee Osteoarthritis (KOA) 

is a degenerated joint disease that happens to be the most in middle-aged and 

elder persons. Early diagnosis of KOA is crucial to keep someone avoided from 

being affected by this chronic disease. The prediction of development of KOA could 

help in making an effective early diagnosis of this disease, which is a big challenge. 

The authors of this study aim to provide a thorough overview of several cutting-

edge approaches for segmenting the knee articular bone. From conventional 

methods to deep learning-based approaches, segmentation methods enable the 

calculation of the rate of articular cartilage loss, which is used in clinical practise 

for gauging disease progression and morphological change. Additionally, the goal 

of this effort is to provide scholars with a broad overview of the approaches that 

are currently used in the field. 

 

(Guan et al., 2022) attempted to predict the pain progression in knee osteoarthritis 

(KOA) using deep learning methods, in which with the application of using 

demographics, clinical, and radiological risk indicators, an artificial neural network 

(ANN) was used to create a conventional risk assessment method to forecast the 

course of pain. The DL assessment of initial knee radiographs was coupled with 

demographics, clinical, and radiological risk variables in a combination model. The 

hold-out testing dataset was used to conduct an area under the curve (AUC) 

analysis to assess model performance. After applying these techniques, the 

traditional model depicted an AUC of closer to 0.7 (70%), while deep learning 

approach showed 0.77 AUC score (77%). The approach which was employed by 

combining traditional & deep learning (DL) methods showed the highest AUC of 

0.807 (80.7%). Summarizing this study, the model proposed in this study 
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outperforms all traditional biomedical approaches used of predicting pain 

progression in KOA. 

 

(Yong et al., 2021) used an ordinal regression module for classification of severity 

of knee osteoarthritis into multiple classes, using Kallgren-Lawrence (KL) grading 

factor as the deciding metric to detect severity, taking this problem as an ordinary 

regression task. The model proposed in this research uses an input from an 

artificial neural network (ANN) to produce 4-cut partitions, in a way to classify a 

given picture of radiology knee image into one of 5 separate classes (KL grades). 

The performance of this approach promises notable improvements on knee OA 

severity prediction.  

 

(Chen et al., 2019) suggested a fully automated framework for identification of knee 

osteoarthritis (KOA) by applying deep learning (DL) techniques. For the purpose of 

calculating neural network loss, this study also includes an ordinal loss function. 

According to this study, KOA is a serious illness that is among the leading causes 

of impairment in the elderly, and the early detection of this disease is crucial in 

order to prevent any sort of progression in KOA and could help in reducing this 

disease. Two convolutional neural networks (CNNs) have been used in this study 

for the intelligent identification of KOA in X-ray images based on the KL grading 

system. This work used a modified one-stage YOLOv2 algorithm to first analyse 

the size of knee joints scattered in X-ray pictures with low variability and then 

identify knee joints. The most well-known CNN models, including ResNet, VGG, 

and Dense Net as well as InceptionV3, are tweaked in the second stage to conduct 

classification of the observed knee joint pictures with a novel adjustable ordinal 

loss. The skill of applied models is tested on a famous dataset called as 

Osteoarthritis Initiative (OAI), and a Jaccard score of 0.85 and recall of 92%. After 

applying VGG-19 on KL-grading task for KOA, the best accuracy achieved in this 

research came out to be 69.7%, which is claimed to be state-of-the-art.         
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Figure 3Methodology Applied by Chen et al., (2019) 

                         

 

(Thomas et al., 2020) used deep neural networks (DNNs) for performing automatic 

classification of knee osteoarthritis (KOA) by using radiographic knee images. The 

study has applied deep convolutional neural networks (CNNs) for this task, and 

proper image data pre-processing steps such as data augmentation, are also 

applied. The model is developed by using more than 30,000 images, validated on 

4074 image samples and for testing purpose, 4090 images are used. The results 

of the model are compared to individual radiologists by using the KL-grading 

system. The results of this approach indicate an average F1 score of 70%, a test 

score of 71% when full test set was used. After using just 50 images in the test set, 

the F1 and accuracy results both came out to be 70%. The authors of this study 

claim the results to be comparable as well as radiologists do.  
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Figure 4: CNN Methodology Applied by Thomas et al., (2019) 

 

(Jain et al., 2021) performed knee osteoarthritis (KOA) severity classification by 

applying an attentive deep learning framework, which was composed of multi-scale 

deep convolutional neural networks (CNNs). This study demonstrates that Knee 

Osteoarthritis (KOA) is a debilitating joint condition that affects millions of people 

worldwide and is characterized by joint stiffness, pain, and cognitive incapacity. It 

is often evaluated by taking into account physical symptoms, medical history, and 

further joint screening procedures such radiography, MRIs, and CT scans. 

Traditional approaches have not been proved enough in detecting severity at early 

stages, therefore there is a need of an advanced approach. Therefore, a new 

methos is presented in this study, called as OsetoNet in this study’s terminology, 

which is a deep learning framework. The grading criteria for determining OA 

severity is based on KL-grading method. The High-Resolution Network (HRNet), 

one of the most current deep learning models, is the foundation for the new 

technique this study proposes to capture the multi-scale properties of knee X-rays. 

Additionally, a functional form is used to weed out unhelpful features and improve 

the effectiveness of the algorithm in use. For enhancing the learning of network, 

the researchers have also used gradient-based class-activation maps. When this 

neural network (HRNet) is used to the benchmark OAI dataset, it achieves an 

accuracy of 71.74 percent and an MAE of 0.311, which is stated to be superior 

results than those of earlier studies. 
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Figure 5: CNN Methodology Applied by Jain et al., (2021) 

(Yeoh et al., 2021) highlighted the emergence and developments of deep learning 

techniques in knee osteoarthritis (KOA) detection, by indicating that traditional 

approaches used in computer-aided diagnosis have proved to be a benchmark in 

biomedicine, but it lacks the capability of detecting multiple variations at a time, 

especially when it comes to the point of X-ray scans. One of the most prevalent 

forms of arthritis, KOA is a devastating condition that severely impairs elderly 

persons. To overcome these limitations, these techniques need to be replaced with 

deep learning methods, such as applying convolutional neural networks (CNNs), 

which work best on image-based datasets. CNNs have shown benchmark 

performances on medical imaging datasets and these can also be used effectively 

for diagnosis of knee OA. In recent years, researchers have also created 3D CNNs 

to evaluate the joint issue for a more precise diagnosis, keeping in mind that the 

changes in a knee joint are a 3D complexity. This study has analysed the 

development of 2D and 3D CNNs for detecting knee OA. To complete their work, 

the researchers also reviewed more than 70 articles, some of which included deep 

learning techniques including segmentation and classification. Additionally, the 

development, growth, and potential applications of 3D CNNs' technical hurdles are 

briefly emphasised.  
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Figure 6: Brief Structure of Review Provided by Yeoh et al., (2021) 

 

 

In order to diagnose knee osteoarthritis (KOA) and the evolution of OA in the knee, 

(Cheung et al., [17]) placed more emphasis on multiple-joint space width than 

single-joint space width. Using a deep learning (DL) technique, the researchers 

examined the prediction effectiveness of the multiple-joint space width (JSW) and 

the minimum-JSW on the severity and development of knee osteoarthritis (KOA). 

For the segmentation of knee X-ray images, a convolutional neural network (CNN) 

driven by Rest-Net architecture was created, and it was able to acquire an 

intersection over union (IoU) segmentation score of 98.9%. The difference between 

the radiologist's assessment and the CNN-based prediction was 0.7801 (p < 

0.0001). The radiographic severity and development of KOA as determined by 

Kallgren-Lawrence (KL) grades were then predicted using the approximated JSWs 

by the XGBoost algorithm. The developed model in this study produced an AUC 

score of 0.621, which beats the previous approach that used minimum joint-space 

width (JSW) and achieved an AUC of 0.554. Summing all things at one place, the 

researchers have developed a system for accessing the severity of knee OA by 

showing that working on multiple JSW instead of minimum JSW can yield more 

demanding results for preventing KOA. 
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Figure 7: Multiple JSW Approach Used by Cheung et al., (2021) 

 

(Brahim et al., [16]) provided a decision-support tool for making an early detection 

of knee osteoarthritis (KOA) by applying machine learning techniques using X-ray 

images. The dataset is pre-processed using a Fourier filter, followed by the use of 

a normalisation strategy using multi-variate linear regression (MLR). The purpose 

of applying MLR is to differentiate healthy samples from KOA images. To minimise 

the dimensionality of the data, a method known as independent component 

analysis (ICA) is employed for feature identification and extraction. In the end, the 

classification operation is accomplished by the Naive Bayes (NB) and Random 

Forest (RF) classification algorithms. The performance of this model has been 

tested on 1024 knee X-ray images that are obtained from OAI database and the 

results of this model have shown an accuracy of 82.98%, sensitivity and specificity 

scores of 87.15 percent and 80.65 percent.   
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Figure 8: Approach Used by Brahim et al., (2019) 

 

(Christodoulou et al., [21]) provided a study about the applications of deep neural 

networks for classification in dealing with complex health problems such as Knee 

Osteoarthritis. This study shows that osteoarthritis (OA) is the most prevalent joint 

condition, with a wide range in the severity, prevalence, and sequence of 

symptoms. A vast variety of characteristics and health conditions must be 

evaluated for OA, most of which are connected to medical hazards including 
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advanced age, gender, hormonal state, body size or weight, family history of 

illness, etc. For dealing with this problem, this research has introduced a deep 

neural network-based framework for classifying knee OA based on different 

factors. Classifying several categories of comparison group using self-reported 

medical evidence and establishing a class of knee OA diagnosis demonstrate the 

methodology's effectiveness. The results of this deep learning approach came out 

to be with 79.39% accuracy, which is also compared with other machine learning 

techniques which show this methodology’s superiority. 

 

 

Figure 9: Deep Neural Architecture Used by Christodoulou et al., (2019) 

 

(Primorac et al., [33]) provided a review of pathogenesis and non-operative 

therapeutic considerations in context of knee osteoarthritis (KOA). This research 

has provided indication that the most prevalent progressive musculoskeletal 

ailment, knee osteoarthritis, has drawn the attention of experts. Knee OA is one of 

the main causes of impairment in elderly individuals, with an estimated incidence 

of knee osteoarthritis (OA) in persons 60 years of age or older of around 10 percent 

in men and 13 percent in women. Today, it is recognised that osteoarthritis is a 

condition that impairs all of the tissues in the joint and results in observable 

changes in histology, metabolism, and function rather than a disease characterized 

by the loss of cartilage caused exclusively by mechanical stress. The epigenome, 
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which controls all gene factors through Epigenetic modifications, histone changes, 

and mRNA interference, is another important factor in the course of osteoarthritis. 

Numerous efforts have been made to provide non-surgical therapeutic alternatives 

to reduce the progression of osteoarthritis and delay or possibly replace invasive 

procedures like total knee arthroplasty and it is hoped that gene therapy may 

eventually be available to orthopaedic sufferers. 

 

(Kwon et al., 2019) Lim et al., [28] performed early detection of knee osteoarthritis 

(KOA) by applying deep neural network-based approaches. This study underlines 

that KOA is a serious disease that is affects elderly people which may end up in 

disability if not detected early. Early detection of osteoarthritis is crucial for active 

diagnosis and prevention of this disease. Experts routinely identify osteoarthritis by 

manual examination of patient medical photos that are often gathered in hospitals. 

For patients, determining whether osteoarthritis is present takes some time. Deep 

learning techniques are now being used to identify knee OA from medically 

produced photos, which are hard to get from hospitals. For this reason, neural 

networks are applied in this study using statistical data on patients, which includes 

information on their health behaviours, medicine usage, etc. The authors have 

extracted characteristics from statistical data for OA detection using Principal 

Component Analysis (PCA) with a quantile transformer network. This approach 

employed with deep neural network (DNN) yielded an AUC score of 76.8, and this 

approach is supposed to be promising in using feature information to detect knee 

OA.  
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Figure 10: Architecture Used by Lim et al., (2019) 

 

(Kwon et al., [13]) performed identification of gait features associated with 

radiological grade of knee osteoarthritis. The main focus of this work has been on 

characteristics that potentially serve as structural biomarkers for the severity and 

development of OA. After being statistically verified, the discovered characteristics 

were further investigated by creating a categorization model which is based on a 

machine-learning algorithm. This study has included 227 patients to get information 

about KOA, and a total of 165 features have been extracted. A machine learning 

classification model is subsequently developed utilising the Random Forest 

method after the feature selection procedure was carried out using neighbourhood 

component analysis. The KL-grading process has been used to determine the 

severity of osteoarthritis. The severity grading of knee osteoarthritis may be 

distinguished by a number of factors, including the joint score of 9 and other 

aspects from other body parts. The t-test also reveals that certain characteristics 

dramatically change across age and severity groups, while others are exclusive to 

each KL grade. The performance of the model was based on AUC score, which 

came out to be 0.97, 0.99, 0.84, 0.89, and 0.90, which stands for AUC scores of 

individual classes that range from 0 to 4 (KL grades of knee OA).  
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Conaghan et al., [38] provided a complete survey of the impact of knee 

osteoarthritis worldwide and the developments in its therapy, in which it is shown 

that osteoarthritis is one of the leading diseases causing disabilities worldwide. 

This study is based on exploring the effects of OA for better exploration of treatment 

strategies. A 52-question online survey of OA sufferers was done in the UK for this 

reason. The poll included the effects of OA, its diagnosis and treatment, the 

involvement of medical practitioners, and self-management. The number of 

responses were 2,001 out of the 4,443 participants, with males responding at a 

rate of 49 percent and women at a rate of 56 percent, with a mean age of 65. Of 

all of these people, 52% said that OA had a significant influence on their life, while 

15% of respondents had taken retirement with an average of closer to 8 years than 

planned. According to the study's findings, individuals are still in disbelief about 

present treatment methods, which should be overcome with more sophisticated 

medical equipment. There are several opportunities to enhance knee OA therapy, 

particularly in information establishment and management techniques. 

 

(Abdullah and Rajasekaran, [37]) performed automatic detection and classification 

of knee osteoarthrosis by applying deep learning approaches. The researchers 

have developed a tool for diagnosing knee OA by keeping in context the grading 

criteria given by Kellgren-Lawrence (KL) grading with a purpose to see the 

performance of AI based techniques in medical diagnosis. Patients having age 

above 50 having knee OA symptoms have been included in this study. To find the 

knee joint space width (JSW) area in digital X-ray images, researchers trained the 

Faster R-CNN algorithm. ResNet-50 with transfer learning is then used to extract 

features. Transfer learning is used to classify the severity of knee OA using 

AlexNet, another pre-trained network. The knee joint's X-ray pictures are graded 

using the Kellgren-Lawrence score by radiologists, and the region proposal 

network (RPN) is also trained using a manually extracted knee area as the ground 

truth image. The model proposed in this study has shown the accuracy of 98.5% 
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in identification of knee JSW area and it has also depicted an overall accuracy of 

98.9% in osteoarthritis severity classification. 

 

  

 

Figure 11: Feature Extraction Principle Defined by (Abdullah and Rajasekaran, 2022) 

 

(Tiulpin et al., [9]) used a deep learning approach for automatic detection of knee 

osteoarthritis from plain radiology images. This study has underlined that 

Osteoarthritis (OA) of the knee is the most prevalent musculoskeletal condition. Its 

diagnosis is presently made by the evaluation of plain radiographs and symptoms, 

although this procedure is subjective. This study has presented a novel and 

enhanced computer-aided diagnosis technique using deep Siamese convolutional 

neural network (CNN) for automated grading of Knee OA severity. KL-grading 

criteria has been employed as a tool for calculating osteoarthritis severity. After 

training this neural network on OAI dataset by randomly selecting 3000 samples, 

this research has achieved a quadratic kappa value of 0.83 and an average 

accuracy score of 66.71% on all classes. The results were also compared to the 

comments of radiologists for confirmation. An AUC of 0.93 has also been achieved 

after training this model on knee OA dataset. This research claims that the results 

are useful in making clinical decisions in terms of knee OA classification.  
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Figure 12: Proposed Model Framework Used by Tiulpin et al., (2018) 

 

Convolutional Neural Networks (CNNs) are a special type of neural networks that 

are specifically designed to work well on image-based data. A basic convolutional 

neural network comprises of a convolutional layer which gathers the feature 

information from various regions of image, while pooling layer is the one which 

compresses the size of image to make use of only useful information that is 

required for the task. Pooling layers can be max-pooling, average pooling or can 

also be taken as global average pooling based on the nature of problem. CNNs 

have been widely used for a variety of image-related tasks such as image 

classification, image segmentation, object detection and recognition, facial 

recognition, and much more applications. After a bunch of convolutional and 

pooling layers, fully-connected layers come which flatten the input provided by 

previous pooling layer to get it forwarded to feed-forward network. The number of 

output neurons in a CNN depends on the number of classes the dataset has, i.e., 

if dataset has N number of classes, then the last layer will be comprised of N 

number of neurons. In case of binary classification, the number of neurons in final 

layer will be one. Below is a diagram that shows the basic structure of the working 

of a CNN. 
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Figure 13: A Basic Functionality of a Convolutional Neural Network 
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takes the 
problem of 
KOA as 
ordinary 
regression 
problem. 

                                    
Table 1: Comparison of results from literature 

  



 

31 
 

Chapter 3 - Methodology 

3.1 Research Methodology 

 

There is 6 steps of the Methodology: 

 

 

 

 

Figure 14: steps of the methodology 

 

The proposed research methodology for undergoing this research is the way in 

which an AI system will be developed and researched to identify the severity of 

Knee Osteoarthritis. The research methodology comprises of a proposed intelligent 

system using artificial intelligence and neural networks (deep learning) that is able 

to diagnose diseases like Knee Osteoarthritis. This section is sub-divided into 

multiple sub-sections, which comprise of a proposed system that contains an input 

phase, the middle phase and the functional phase in which the data used to make 
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intelligent system is fed into the neural network for intelligent classification or 

identification. 

The first phase is the input phase, in which the knee osteoarthritis data used for 

intelligent classification is given as in input in the workspace. The dataset is 

composed of X-ray images belonging to 5 classes, with class 0 indicating a healthy 

scan & class 4 indicating a severe knee disease. After the data is input in the 

system, the data needs to be converted into real numbers using data pre-

processing, since computers only understand numbers and not images or other 

representations. The next phase is the preprocessing step, also known as middle 

phase in our terminology. 

The second phase, also known as the middle phase, is the preprocessing phase 

in which input data is pre-processed using data pre-processing techniques, with a 

purpose to make data ready to be modelled. The pre-processing techniques 

include data augmentation, which is a way to increase the number of image 

samples, applying necessary computations to images like horizontal flip, vertical 

flip, adjusting image ratios, etc., data scaling, wrangling, and so on. After the pre-

processing step is completed, the images will be transformed into numerical format, 

and they now can be input to a neural network that takes them as input and then 

learns data representations to make predictions on unseen examples. Data 

available from online sources maybe unstructured, imbalanced and uncleaned, 

that’s the reason pre-processing step plays a central role in data preparation for 

deep learning. 

The final phase is the functional phase, in which the pre-processed data can be 

fed to convolutional neural network (CNN) to learn feature representations from 

dataset. The dataset learns the representations from training data to perform well 

on test data. For monitoring the skill and training of model, a loss function and the 

accuracy metric is used. Since the proposed system is a classification model, in 

which the target is to identify the knee osteoarthritis severity, therefore loss function 

will be chosen accordingly.  Adaptive moment estimation (Adam) optimization and 
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the cross-entropy loss function for the model may be utilized to get the best 

accuracy and least loss possible. 

There are several reasons towards using deep convolutional neural networks 

(CNNs) instead of conventional machine learning classifiers. First, neural networks 

function in layers, with a large number of neurons communicating and sharing 

information to obtain the best weights. Convolutional and pooling layers in CNNs, 

which are created particularly for classifying images, extract the most important 

features from the images. These numerical features which are in matrix format are 

then passed to fully connected layers for classification.  

A pre-trained CNN that has previously been trained on a much bigger dataset, like 

ImageNet Benchmark, is suggested for the proposed deep learning model in our 

research. Using a pre-trained network in a deep learning model is referred to as 

transfer learning (TL). The pre-trained networks have previously been trained on a 

much larger dataset like ImageNet, comprising of millions of images & 1000 

classes. Using a pre-trained CNN model will be helpful because the study's 

objective is to increase the AI system's accuracy. The new CNN for our problem 

statement may be constructed using the weights of pre-trained convolutional neural 

networks like Inception Net, Exception Net, etc 

From the above-mentioned steps, we have proposed this research methodology 

for undergoing an intelligent system that may be able to classify and predict the 

severity of Knee Osteoarthritis and to control this disease using deep learning 

techniques. 

3.2 project Timeline: 

The estimated time period for completing the tasks of Intelligent Identification of 

Knee Osteoarthritis Severity Using Deep Learning model in this study is shown 

in the Gantt chart below: 
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Figure 15: Project Timeline 

3.3 Algorithm Explanation 

The performance, assessment, and experimental findings of the deep learning 

model used to perform image classification on the knee osteoarthritis dataset will 

be performed in this section. The performance of a deep learning CNN model on 

train and test datasets will be discussed. Since the problem to be dealt is a 

classification problem, so accuracy score is chosen as the metric for measuring 

the model's performance. The goal of this study is to implement a system with a 

design that will demonstrate that the suggested architecture outperforms existing 

architectures. 
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                                           Figure 16: Workflow of model 

 

3.4 Introduction to Problem Statement 

 

Degeneration of the articular cartilage, a flexible, slick substance that typically 

shields bones from joint friction and impact, is what constitutes knee osteoarthritis. 

The disorder can also damage neighbouring soft tissues and results in alterations 

to the bone that lies beneath the cartilage. By far the most prevalent form of arthritis 

to result in knee discomfort is knee osteoarthritis, which is frequently referred to as 

just knee arthritis. Rheumatoid arthritis, reactive arthritis, and many other 

uncommon kinds of arthritis can also hurt the knees. 

Human knee osteoarthritis (OA) is a disorder that mostly affects cartilage. The 

cartilage in the legs plays a big part in how the legs move. In OA, the top layer of 

cartilage breaks down and degrades, causing excruciating pain. The patient with 

knee pain must see a doctor, who will then examine the patient and test their 

clinical symptoms before recommending radiographic imaging of the knee. 

Osteoarthritis treatment must take clinical symptoms into account.  

The correct diagnosis of the condition is made by looking at both the clinical 

symptoms and the radiological criteria. The width of the joint area, osteophytes, 

sclerosis, etc., are important radiological criteria. Considering the radiological 

characteristics, Using the Kallgren and Lawrence (KL) grading method, the severity 

level of the illness is assessed. The most popular way for grading knee joint OA 

into 5 different grades—basically to determine the severity of the condition—is the 

KL system. 

Radiographic pictures of the knee are particularly susceptible to unintentional 

errors that could complicate the analysis of bone structures. It can lead to the 

professionals analysing the knee x-ray and determining the presence of OA taking 

longer. This work focuses on the early diagnosis and grading of Knee OA using 

Hu's invariant moments to comprehend the geometric transition of the cartilage 

region in Knee X-ray images in order to circumvent these issues.  
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3.5 Dataset Used: 

Degeneration of the articular cartilage, a flexible, slick substance that typically 

shields bones from joint friction and impact, is what constitutes knee osteoarthritis. 

The disorder can also damage neighbouring soft tissues and results in alterations 

to the bone that lies beneath the cartilage. 

By far the most prevalent form of arthritis to result in knee discomfort is knee 

osteoarthritis, which is frequently referred to as just knee arthritis. Rheumatoid 

arthritis, reactive arthritis, and many other uncommon kinds of arthritis can also 

hurt the knees. 

Inception_v3 and Xception : Dataset for this project will collect from this 

sourcehttps://www.kaggle.com/datasets/shashwatwork/kneeosteoarthritis-

dataset-with-severity?select=train The basic purpose of collecting data to 

develop an intelligent model using deep learning that can detect class. in 5 

possible class using deep learning CNN model. 

 

Figure 17: Grading of the 5 classes 

 

❖ Class 1: Healthy knee image. 

❖ class 2 (Doubtful): Doubtful joint narrowing with possible osteophytic lipping 

❖ class 3 (Minimal): Definite presence of osteophytes and possible joint space 

narrowing 



 

37 
 

❖ class 4 (Moderate): Multiple osteophytes, definite joint space narrowing, with 

mild sclerosis. 

❖ class 5 (Severe): Large osteophytes, significant joint narrowing, and severe 

sclerosis. 

This Image dataset of 8300 x-ray images. I distributed in 3 types . 

Table 2: Distributed Images 

Training  5788 5 Classes 

Validation 856 5 Classes 

Test 1656 5 Classes 

 

3.6 Algorithms Used: 
 

As our problem is concerned with image classification, we have used the following 

deep learning algorithms: 

⚫ InceptionNetV3 

⚫ Xception 

 

Algorithms Detail: 

1. InceptionNetV3: 

The Inception-v3 convolutional neural network architecture uses Label Smoothing, 

factorized 7 x 7 convolutions, and the inclusion of an auxiliary classifier to transport 

label information lower down the network, among other advances (along with the 

use of batch normalization for layers in the side head).  

 

In figure 18, showing that there are layers used in inception_V3 model summary 

listed below: 

Conv2d, activation, global_average_pooling2d, batch_normalization, mixed, 

concatenate, average_pooling_2d, max_pooling_2d, dense. 
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Figure 18: InceptionV3 model summary 

 

 

2.Xception: 

❖ The Xception convolutional neural network has 71 layers. 

❖ A network that has been pretrained using more than a million images is 

available in the ImageNet database. 

❖ A keyboard, mouse, pencil, and a few animals are among the 1000 different 

object categories that the pretrained network can classify images into. 

❖ As a result, the network now includes rich feature representations for many 

different types of photos. 

❖ The network's picture input measures 299 by 299 pixels. 

 

In figure 19, showing that there are layers used in Xception model summary listed 

below: 

block13_sepconv, conv2d, batch normalization, add, global_average_pooling2d, 

dense. 
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Figure 19: Xception model summary 
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Chapter 4 – Implementation  

 
4.1 Skills Required: 
 

For this study, since it requires the applications of deep learning and machine 

learning, a thorough understanding of these fields is needed. Plus, for 

implementing these skills on a programming language, skill of Python 

Programming will be a crucial step, plus with hands on skill on following libraries of 

Python: 

 

❖ NumPy (for manipulating with arrays) 

❖ pandas (for analysing the data) 

❖ os (for interacting with an operating system) 

❖ random (for generating random numbers) 

❖ matplotlib (for data visualization) 

❖ pyplot (for data visualization and graphs plotting) 

❖ counter (for counting hash able objects) 

❖ cv2 (for image processing and computer vision tasks) 

❖ glob (used for returning all the file paths, matching a specific pattern) 

❖ TensorFlow (for model building) 

❖ Deep learning libraries for model building and evaluation. 

 

4.2 Complete Workflow: 

 

Explained below is the complete workflow, which will elaborate the complete 

methodology used to make this deep learning model. The complete explanation of 

this task has been mentioned above, and in the below section we will be describing 

each component of this task step-by-step. 
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Figure 20: Workflow of inception_v3 and Xception model 

1) Importing the libraries & data loading: In the first step, we have imported the 

necessary libraries for manipulating with image data. [Appendix-F] Below is the 

attached source code for it.  

2 ) Defining the folder paths: In this step, we have defined our dataset locations. 

We have stored our dataset on google drive. We have made a base dir. which 

contains the directory path for the whole dataset. Train directory contains the 

training images. Similarly testing and validation directories contains the testing and 

validation images in the given dataset. We have total 5 no of classes in this dataset. 

[Appendix-G]Below is the attached source code for it.  

3 ) Plotting sample images for each class: In this step, as we have total 5 no of 

classes, we want to visualize each image from 5 classes. [Appendix-H] Below is 

the attached screenshot for it 

 



 

42 
 

    

 

Figure 21: Distribution images 

 

4) Checking distribution for train, test and validation sets: 

In this step, we will show the distribution for train, test and validation datasets. 

There are 5784 images in the training dataset belonging to 5 classes. There are 

834 images in the validation dataset belonging to 5 classes. There are 1666 images 

in the testing dataset belonging to 5 classes. All these are visualized using pie 

charts 

 

 

Figure 22: class distribution 
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5) Overcoming dis balanced classes: 

In this step, we have managed to eliminate disbalanced classes by using class 

weights. We are performing class balancing for accurate results[Appendix-I] Below 

is the attached code screenshot.  

 6) Checking the size of images: 

In this step, we have checked the size of all the images present in our dataset for 

further processing. [Appendix-J]The default image size is (224, 224, 3). Below is 

the attached source code for it.  

7) Data Pre-processing: The collected data are typically disorganised and 

originate from several sources. They need to be cleaned up and standardised 

before being fed into the ML model (or neural network). Pre-processing is 

frequently utilised to carry out procedures that lessen the complexity and boost the 

precision of the given algorithm. Since there isn't a specific algorithm that can be 

written for every situation where a picture is collected, when we acquire an image, 

we usually transform it into a format that a generic algorithm can use to solve it. In 

pre-processing I used pipeline to balance the imbalance classes through weights 

using ImageDataGenerator’s. [Appendix-K] This image data generator is very 

important for image dataset 

8) Model building: 

In this step, we have first defined some model hyperparameters such as the total 

no of classes present in our dataset, the image size of all the images presents 

inside our dataset, the batch size our dataset is divided into. We have created the 

data generators for loading the data into our deep learning model. We have used 

call-backs also. The purpose of using call-backs is to apply actions at various 

stages of the training. For example, early stopping will eventually stop training if 

our evaluation metric stopped improving. Similarly, reducelronplateau will reduce 

the learning rate if our evaluation metric stopped improving. [Appendix-L]Below is 

the attached code screenshot for it.  
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9 )Adding reducelronplateau & early stopping:  

 

❖ Reducelronplateau class:  

When a metric stop improving, lower the learning rate. Once learning begins to 

decline, models frequently gain by decreasing the learning rate by a factor of 2–

10.[Appendix-L] 

 

❖ Early stopping: Stop exercising when an observed statistic stops improving. 

 

10) Building the Model  

 

For Building the model I divided in class in 5 and image size and batch size. 

 

NUM_CLASSES = 5 

IMAGE_SIZE= [224, 224] 

BATCH_SIZE=64 

 

11) Imagedatagenerator: This function handles the original data and convert it to 

a new transformed data. The Imagedatagenerator constructor's dictionary only lists 

a few parameters. [Appendix-M] Here is an explanation of them.  

 

❖ Rotation range: integer, range of degrees for random rotations. 

 

❖ Height_shift_range shifts the picture along the height dimension with height 

shift range. It accepts a range of inputs. The picture must be adjusted by for 

float. 

 

❖ if less than 1, a percentage of the whole height; else, a number of pixels. 

 

❖ Width_shift_range shifts the picture along the width dimension with width shift 

range. 
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❖ Rascal: Rescaling to None by default. Otherwise, we multiply the data by the 

given value if None or 0 is returned (after applying all other transformations). 

 

❖ Fill mode: One of "constant," "nearest," "reflect," or "wrap" for fill mode. Nearest 

is the default. Points outside the input's limits are filled using the specified mode. 

The ImageDataGenerator's dictionary only lists a few parameters. 

 

Using data generator function I divided classes in 3: Train data generator, test 

data generator, and validation data generator to check how many images belongs 

to 5 classes. We got it results like: 

 

Train data generator: Found 5788 images belonging to 5 classes 

Test data generator: Found 1656 images belonging to 5 classes 

Validation data generator: Found 856 images belonging to 5 classes 

 

 

4.3 Inception_v3 Model (Background and Motivation) 
 

48-layer convolutional neural network Inception-v3 is a pre-trained version of the 

network that has previously been trained on more than a thousand pictures from 

the ImageNet collection. This network can categorise photos into 1000 different 

item classes, including keyboard, mouse, pencil, and several animals. 

Consequently, the network has picked up detailed image features for a variety of 

pictures. The network accepts images of a 299 by 299 resolution. In the first 

section, the model collects generic characteristics from input photos and then 

classifies them in the second section using those features. 
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Figure 23: Model architecture of inception_v3 (background) 

 

A popular image recognition model called Inception v3 has been demonstrated to 

achieve more than 78.1% accuracy on the ImageNet dataset and almost 93.9% 

accuracy in the top 5 results. The model is the result of several concepts that have 

been established by various scholars throughout the years. It is based on the 

original paper: "Rethinking the Inception Architecture for Computer Vision" by 

Szegedy, et. al. 

 

4.4 Xception Model(Background and Motivation) 
 

Depth wise Separable Convolutions are used in the deep convolutional neural 

network architecture known as Xception. Researchers from Google created it. 

According to Google, Inception modules in convolutional neural networks serve as 

a transitional stage between the depth wise separable convolution operation and 

ordinary convolution (a depth wise convolution followed by a pointwise 

convolution). A depth wise separable convolution can be viewed in this context as 

an Inception module with a maximum number of towers. With Inception modules 

replaced with depth wise separable convolutions, they suggest an unique deep 

convolutional neural network design based on this result. 
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Figure 24: Workflow of Xception model 

The entry flow, the middle flow, which is repeated eight times, and the exit flow are 

all the steps that the data must initially go through. Keep in mind that batch 

normalization comes after every Convolution and Separable Convolution layer.” 

Chollet, F., 2017. Xception: Deep learning with depth wise separable convolutions.” 

Transfer Learning has become immensely popular because it considerably 

reduces training time and requires a lot less data to train on to increase 

performance. 
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Figure 25: Implement transfer learning in these six general steps 

 

SoftMax Layer: Our approach to the Inception architecture retrained the last layer 

of Inception using SoftMax Regression, and we generated probabilities based on 

evidence we gathered from the pictures. The evidence are computed using a bias-

added sum of weights determined by pixel intensity. 

                                                                                        

The formula for the evidence for a class I given an input of x is shown below. Here, 

Wi stands for weights, bi for bias, and j for the index used to add up the pixels in 

the input. 

After that, by running the evidence through the SoftMax function, we calculate our 

probabilities. 

 

Given an n-dimensional vector, the SoftMax function, also known as the 

normalised exponential, produces same-dimensional vectors with values ranging 

from 0 to 1. 
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Figure 26: The visualization from can be transformed into above representation showing Probability Matrix in SoftMax 

 

ImageNet Dataset:The model must be trained using a sizable collection of labelled 

photos before it can be used to recognise images. The dataset ImageNet is often 

used. 

Over ten million URLs of captioned photos are available on ImageNet. Additionally, 

one million of the photos contain bounding boxes that give the named items a more 

specific position. 

 

1)Importing libraries for Implement Inception_v3 and Xception:  

We will import all necessary libraries before downloading, building, and initialising 

the model. Below is a snapshot of the code for this stage.To create pre-train model, 

I used ImageNet weights. All the model's layers will be used, [Appendix-N] with the 

exception of the last fully connected layer, which is unique to the ImageNet 

competition. 
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2)Load the Model: 

Here we have loaded inception v3 pretrained model using ImageNet weights. 

Moreover, for a better result of vectors we have used global average pooling 

instead of flatten layer. To recognize and classifying images in better way we have 

added fully connected layer with relu activation function. In the output layer we 

have 5 classes so for multiple probabilities we used SoftMax activation function. 

3)Train model: Freeze layer: During exercise, freeze layers to prevent them from 

changing. It is crucial to freeze the layers from the pre-trained model. You do not 

need the weights in any of those layers to also be re-initialized, therefore this is 

why. You will lost all of the knowledge you have previously acquired if they are. 

This will be the same as starting from scratch when training the model. 

             

Figure 27: how Freeze layers works 

After that we started model training, and we trained only few top layers and freeze 

convolutional layers. Additionally, after setting layers to non-trainable we started 

compilation of model with optimizer Adam and metrics used accuracy. Next to it, 

we have trained our model using model fit on our dataset with epochs of 100 and 

checked for reducing learning rate. Hereafter, we started fine tuning, for that we 

have freeze the bottom layer and train the remaining top layers. we chose 2 

inception block, and we freeze first 249 layer and we used other layers for training. 

Next to it, we recompile the model and trained model once again. Initially, we 
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trained the data on a basic Inception model using all of the parameter default 

values, which are: 

Table 3: Training prospective parameters description 

 
  

Training 

Prospect 

Parameters Description 

Patience 5 By including a delay in the trigger equal to the 

number of epochs on which we would want to 

see no progress, we can account for this.  

Initial Learning 

Rate 

0.001 First Learning rate using for training 

Learn Rate Drop 

Factor 

0.2 Factor causing the learning rate to decline. =0.2 

in this instance. 

Maximum Epochs 100 The highest number of training epochs. 

Minimum Batch 

Size 

64 The size of the mini batch that will be used for 

each training cycle. 

Shuffle Every Epoch Before training, mix up the training and validation 

data once. preventing the same data from being 

lost each epoch. 

Dense(g) (1024, 

activation = 

‘relu’) 

(5, activation = 

‘SoftMax’) 

Also known as fully connected connections, 

uses a linear operation in which each input is 

connected to each output by a weight. 
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Chapter 5 – Result and discussion  
5.1 Model Evaluation (Inception_v3): 
 

In this step detection includes the Five classes. And the knee arthritis acceptable 

ratio for it.  The effectiveness of CNN's suggested model throughout training 

and validation based on Knee x-ray scans as shown in figure. Each one's validation 

was tracked epoch used to calculate performance depending on accuracy at 

various iterations and epochs. Table displays the training's validation accuracy and 

Accuracy. 

Table 4: Validation accuracy based on epochs 

Model 

Name 

Dataset Epochs Validation 

Accuracy 

Accuracy 

InceptionV3 Collection of Knee 

X-Ray 

1 49% 49% 

  25 56% 65% 

  50 53% 74% 

  100 50% 86% 

 

 

 we have evaluated our model on the training and testing sets. We are achieving 

an accuracy of 86% on the training dataset and 54.1% on the testing dataset. The 

test loss is 1.288 and the test accuracy is 0.537. Below is the attached code 

screenshot. 

 Loss Vs Accuracy Graphs (Inception_v3):  
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Figure 28: graphs of training Loss vs accuracy 

 

It can be inferred from the loss graph: 

⚫ The red lines show the training loss whereas the green line shows the 

validation / test loss. The blue dot shows the best epoch 

⚫ The x-axis shows the no of epochs whereas the y-axis shows the model 

loss. 

⚫ It is observed that the training loss has started from 1.19 and eventually 

reached end with some minor ups and downs at 0.61. 

⚫ It is observed that the validation / testing loss has started from 1.23 and 

eventually reached end with some major ups and downs at 1.13 following 

training loss. The best epoch is 9. 

⚫ The interval on x-axis is 10 whereas the interval on y-axis is 0.1. 

 

It can be inferred from the accuracy graph: 

⚫  The x-axis shows the no of epochs whereas the y-axis shows the model 

accuracies. 

⚫ It is observed that the training accuracy has started from 0.50 and 

eventually reached end with some minor ups and downs at 0.75. 

⚫ It is observed that the validation / testing accuracy has started from 0.52 

and eventually reached end with some major ups and downs at 0.57 

following training accuracy. The best epoch is 10. 

⚫ The interval on x-axis is 10 whereas the interval on y-axis is 0.1. 
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⚫ The red lines show the training accuracy whereas the green line shows the 

validation / test accuracy. The blue dot shows the best epoch. 

 

❖ Confusion matrix and classification report (Inception_v3): 

Confusion Matrix is a performance metric used to describe the performance of 

classification model on data. It’s an N x N matrix, where N is the number of labels.  

Confusion Matrix is a function that shows a N x N matrix to show the actual vs 

predicted 

outcome of our data. It is a summarized table that shows correct vs incorrect 

predictions 

with count values. The structure of a confusion matrix contains 4 parameters: 

1. True Positive 

2. True Negative 

3. False Positive 

4. False Negative 

Outcomes that are positive and predicted as True. 

1.True Negative: 

Outcomes that are negative and predicted as True.  

2. False Positive: 

Outcomes that belong to negative class and are falsely predicted as of positive 

class 

3. False Negative: 

Outcomes that belong to positive class and are falsely predicted as of negative 

class 

4. True Positive: 

Outcomes that are positive and predicted as True. Below is a visualization of 

confusion matrices of Inception_v3 model that we have used blow: 
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Figure 29: Confusion matrix of Inception_v3 model 

 

Classification Report of the Inception_v3 model: 

It is one of the metrics used to assess the performance of classification-based 

machine learning models. The precision, recall, F1 score, and support of your 

model are shown. It gives us a clearer picture of our trained model's overall 

performance. You must be familiar with each statistic shown in the classification 

report of a classification model in to understand it. I have clarified all of the metrics 

below so you can quickly comprehend the categorization report of your machine 

learning model. 
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Figure 30: classification report term explanation 

In table 00, classification report of inception_V3 model explains precision, Recall, 

F1 Score, support and accuracy: 

 

 

 

Table 5: classification report of Inception_v3 

 Precision Recall F1-score Support 

0 0.10 0.09 0.10 870 

1 0.89 0.90 0.90 7393 

Accuracy   0.82 8263 

Micro Avg 0.50 0.50 0.50 8263 

Weighted Avg 0.81 0.82 0.81 8263 

 

  

• Loss Vs Accuracy Graphs (Inception_v3):This below graph is showing 

that Loss vs accuracy in Inception_v3 model. 
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Figure 31: graphs of model loss vs accuracy of inception_v3 model 

 

It can be inferred from the graph 

⚫ Model accuracy 

❖ The blue line shows the training loss whereas the orange line shows the 

testing / validation loss. 

❖ The x-axis shows the no of epochs whereas the y-axis shows the model loss 

❖ It is observed that the training loss has started from 1.4 and eventually 

reached end with some ups and downs at 1.2. 

❖ It is observed that the testing / validation loss has started from 1.2 and 

eventually reached end with some ups and downs at 0.6 following training 

loss. 

❖ The interval on x-axis is 1 whereas the interval on y-axis is 0.01 

⚫ Model Loss 

❖ The blue line shows the training accuracy whereas the orange line shows 

the testing / validation accuracy. 

❖ The x-axis shows the no of epochs whereas the y-axis shows the model 

accuracy 

❖ It is observed that the training accuracy has started from 0.510 and eventually 

reached end with some ups and downs at 0.78. 
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❖ It is observed that the testing / validation accuracy has started from 0.45 and 

eventually reached end with some ups and downs at 0.53 following training 

accuracy. 

❖ The interval on x-axis is 1 whereas the interval on y-axis is 0.01. 

 

5.2 Model Evaluation(Xception): 

 

In this step, The Five classes are part of detection. Additionally, the knee arthritis 

appropriate ratio. Figure 1 illustrates how well CNN's recommended model 

performed during training and validation using knee x-ray data. Performance was 

calculated based on accuracy at different iterations and epochs using each 

validation's monitored epoch. The training's validation accuracy and accuracy are 

shown in the table. 

Model 

Name 

Dataset Epochs Validation 

Accuracy 

Accuracy 

Xception Collection of Knee 

X-Ray 

1 44% 41% 

  25 48% 51% 

  50 47% 53% 

  100 50% 56% 

 

Table 6: Epochs wise validation accuracy of Xception model 

 

we have evaluated our model on the training and testing sets. We are achieving 

an accuracy of 51.3 % on the training dataset and 50.4 % on the testing dataset. 

The test loss is 1.19 and the test accuracy is 0.49 . 

 

• Training loss Vs Validation loss graph (Xception): This below graph is 

showing that Loss vs validation accuracy  in Xception model. 
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Figure 32: Graphs of model loss and accuracy of Xception model 

It can be inferred from the graph: 

⚫ The blue line shows the training loss whereas the orange line shows the testing 

/ validation loss. 

⚫ The x-axis shows the no of epochs whereas the y-axis shows the model loss 

⚫ It is observed that the training loss has started from 1.161 and eventually 

reached end with some ups and downs at 1.149. 

⚫ It is observed that the testing / validation loss has started from 1.188 and 

eventually reached end with some ups and downs at 1.161 following training 

loss. 

⚫ The interval on x-axis is 1 whereas the interval on y-axis is 0.01. 

Training accuracy Vs Validation accuracy (Xception): 

⚫ The blue line shows the training accuracy whereas the orange line shows the 

testing / validation accuracy. 

⚫ The x-axis shows the no of epochs whereas the y-axis shows the model 

accuracy 

⚫ It is observed that the training accuracy has started from 0.510 and eventually 

reached end with some ups and downs at 0.514. 
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⚫ It is observed that the testing / validation accuracy has started from 0.494 and 

eventually reached end with some ups and downs at 0.517 following training 

accuracy. 

⚫ The interval on x-axis is 1 whereas the interval on y-axis is 0.01. 

 

Confusion matric and classification report (Xception): 

The confusion matrix for Xception model  is shown below:  

 

 

 

Figure 33: Confusion matrix of Xception model 

We will analyse the results using conventional measurement to judge the 

effectiveness of the suggested CNN model's detecting capabilities.The first 

measurement we compute is an accuracy of a technique, which establishes how 

accurately the values are predicted. 

accuracy is defined as TP+TN TP+FP+TN+FN............. where TP,  FP, and FN 

stand for really positive, truly negative, false positive, and false negative, 
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respectively. The confusion matrix was calculated as well. The confusion matrix of 

the Knee x-ray dataset is displayed in Figure . resulting in a 80.72% True positive 

rate. the second class of Normal had a false positive  rate of 9.42%, while the third 

had false nagative rate of 8.86% and last had true nagative rate of 1%. 

 

In table 00, classification report of Xception model explains precision, Recall, F1 

Score, support and accuracy: 

 

Classification Report of Xception model: 

Table 7: classification report of Xception model 

 Precision Recall F1-score Support 

0 0.10 0.10 0.10 863 

1 0.90 0.90 0.90 7421 

Accuracy   0.82 8284 

Micro Avg 0.50 0.50 0.50 8284 

Weighted Avg 0.81 0.82 0.82 8284 

 

Training and Validation Loss VS Accuracy: This is below graph is showing that 

training and validation loss and accuracy coparision. 

 

 

 

Figure 34: Graphs of training and valodation loss and accuracy of xception model 

 



 

62 
 

It can be inferred from the loss graph: 

⚫ The red line shows the training loss whereas the green line shows the 

validation / test loss. The blue dot shows the best epoch. 

⚫ The x-axis shows the no of epochs whereas the y-axis shows the model 

loss. 

⚫ It is observed that the training loss has started from 0.5 and eventually 

reached end with some minor ups and downs at 0.61. 

⚫ It is observed that the validation loss has started from 1.18 and eventually 

reached end with some major ups and downs at 1.20 following training loss. 

The best epoch is 71. 

⚫ The interval on x-axis is 10 whereas the interval on y-axis is 0.1. 

 

It can be inferred from the accuracy graph: 

⚫  The x-axis shows the no of epochs whereas the y-axis shows the model 

accuracies. 

⚫ It is observed that the training accuracy has started from 0.50 and 

eventually reached end with some minor ups and downs at 0.75. 

⚫ It is observed that the validation / testing accuracy has started from 0.52 

and eventually reached end with some major ups and downs at 0.57 

following training accuracy. The best epoch is 23. 

⚫ The interval on x-axis is 10 whereas the interval on y-axis is 0.1. 

⚫ The red lines show the training accuracy whereas the green line shows the 

validation / test accuracy. The blue dot shows the best epoch. 
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Comparison of Accuracy Using Different Methods Summary: 

 

Table 8: comparison of model 

 

 

 

 

 

 

   

From above tables and figures, it can be shown that, for the Knee x-ray picture we 

chose from the "dataset," the suggested model outperformed pre-trained 

Inception_v3 and Xception in terms of accuracy. The Inception_v3 model 

comparatively given best Result with 86 %. 

  

Model Dataset Accuracy 

Inceptio_v3 

 

X-ray Images 86% 

Exception 

 

X-ray Images 56% 
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Chapter 6 – Conclusions & Future work 

6.1 Conclusion  
 

The detection of chronic diseases, such as knee OA, on time is crucial and also to 

obtain useful information about knee osteoarthritis from raw healthcare data. In the 

long run, it has the potential to save lives. The identification & prevention of such 

diseases was difficult before the development of technology, but technological 

improvements have made it much simpler to diagnose and prevent such diseases. 

Artificial Intelligence (AI) and Deep Learning (DL) have demonstrated outstanding 

benchmark performance in the field of biology in recent years. The goal of this 

study is to develop an intelligent classification model that uses deep learning 

techniques such as CNNs to identify the security of knee osteoarthritis, so that this 

disease may be controlled in time to save patients’ lives. Keeping in context the 

nature of training data (radiology images), convolutional neural networks (CNNs) 

powered by transfer learning (TL) will be employed for image classification.  

 

6.2 Limitation  
Since It is having large number of image data set, it requires high configuration 
system which is limitation of this model. If you don’t have enough resources to 
run the code then it can be crashed. It requires in depth domain knowledge to 
execute the project. I ran into execution issue since there were limited cloud 
resource like memory, CPU. Since Deep learning is very waste topic, I couldn’t 
achieve as per my expectations because of lack of time and resources. 
 
 

6.3 Future work 
By changing the hyperparameters, the Inception_v3 and Xception performance 

may be significantly improved, outperforming competing models. Given its effective 

use of computing resources and recent advancements in embedded hardware 

processing units, it can have a wide range of applications. I trying to do GUI for this 

project so In future I will do that as well . 
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8. Appendices 

 

Appendix A: Types of COD 
 

 

 

Appendix B : correlation matrix 
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Appendix C : Heatmap 

 

Appendix D : Training loss and accuracy of inception_v3  
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Appendix E: Training loss and accuracy of Xception model 
 

 

Appendix F: Importing necessary library  
 

 

Appendix G: Giving path code 
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Appendix H: Plotting some sample images from each of the classes 
 

 

Appendix I: Disbalance class to balance the class code 
 

 

Appendix J : Image size distribution 
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Appendix K: Data pre-processing code 
 

 

Appendix L: Reducer and early stopping code 
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Appendix M: Inception_v3 model code 
 

 

Appendix N: Xception model code 
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